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Abstract

Urban blight is estimated devising a set of indicators. These indicators are
commonly divided into two main categories: physical and social. Theories
about relationships between the urban blight indicators are often hypothe-
sized. Many of these theories about relationships between the urban blight
indicators involve causality. However, the lack of sufficient observations
and the immorality of conducting interventional experiments increase the
debate about these theories. Thus, domain knowledge is critical. To this
end, this research facilitates the integration of domain knowledge in the
analysis of urban blight indicators and their interaction. Hence, this paper
proposes to model domain knowledge as causal diagrams to improve on
the urban blight analysis and to achieve less biased results. In this research,
natural language processing methods are leveraged for causal information
extraction to automatically process urban blight related literature and docu-
ments. Moreover, this research proposes four rules to be used in the causal
modeling phase. The results of this research guide future analysis of urban
blight indicators by improving the understanding of their interactions.

Keywords: Urban Blight; Natural Language Processing; Causal Data Sci-
ence; Causal Domain Knowledge.
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1 Introduction

Urban blight is defined by Beers et al., 2011, as ”the deteriorating property
conditions that have deleterious effects on the community in which the
property is situated”. As such, scholars argued that blight might not be
defined by how it looks, but it could be more determined by what it takes to
reverse it (Schilling and Pinzón, 2016). To this end, urban blight is commonly
estimated by devising a set of indicators. In many cases, these indicators
are divided into two main categories: physical and social. Consequently,
theories about relationships between the urban blight indicators are often
hypothesized. Typically, these theories about relationships between the ur-
ban blight indicators involve causality. For example, the Broken Windows
Theory introduced by Kelling, Wilson, et al., 1982, suggests that urban blight
contributes to increased crime in a neighborhood. As such, ”Blighted” areas
are often associated with lack of security, increased crime rate and violence.
The fear of crime has many negative effects on the economy, society, individ-
uals, and their quality of life (Tandogan and Ilhan, 2016). Thus, those effects
motivate residents of blighted areas to reallocate to other neighborhoods or
cities (Costa et al., 2021). Therefore, urban blight’s effects are seen through
property deterioration, decreased property value, lower economic stabil-
ity and environmental quality of surrounding neighborhoods (Costa et al.,
2021). Generally, literature suggests that blight affects community welfare of
the population in the affected neighborhoods (Larson et al., 2019).

In many cases, theories about relationships between the urban blight
indicators (such as the Broken Windows Theory) are debated in the scien-
tific community. Consequently, these theories are considered controversial.
This controversy is mainly attributed to insufficient observations and the
immorality of conducting interventional experiments. Keeping in mind that
correlation does not imply causation, and the resources and technologies
limitations to collect data at a scale, the available data sets are typically
small and more likely to be biased. These biases severely affects the quality
and generalizability of data analytics methods’ results.

At the same time, researchers in the filed of causality demonstrated
that data analytics methods benefit from integrating domain knowledge
to address the quality and generalizability of these methods’ results. As
such, integrating domain knowledge showed its effectiveness in correcting
for data biases and achieving more robust results (Pearl and Mackenzie,
2018). One great example of the effective use of domain knowledge is shown
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1 Introduction

by Pearl, 2011 addressing the Simpson’s paradox. In this example, Pearl,
2011 illustrate that the paradox resolution relies on the fact that causality
is governed by its own logic. This logic is derived mainly from domain
knowledge. Here, domain knowledge is acquired by the subject matter
experts by observations and intervening on the environment under study.

Previous researchers have emphasized the complexity of the relationships
between urban blight and its causes, effects, and countermeasures (Jones-
Farmer and Hoerl, 2019; Shlay and Whitman, 2006). Therefore, particularly
in the case of analyzing urban blight, domain knowledge is distributed
among a vast number of subject matter experts from various disciplines. For
example, Ristea et al., 2021 collected detailed information on instances of
physical urban blight and people’s perception of safety using a combination
of methods. These methods include spatial video and geo narratives in the
field with study participants similar to Mills et al., 2008, and the extraction
of moments of stress from biosensing wristbands following the approach
presented by Kyriakou et al., 2019.

For readers who are not familiar with the concept of geo narratives, it
is worth noting that they were first introduced by Kwan and Ding, 2008.
Geo narratives is a story telling method that accounts for geographical
information and spatial data. Geo narrative might be used to explain the
history and cultural significance of a place, to document changes in an area
over time, or to provide context for current events or issues related to a
particular location. In the case study presented by Ristea et al., 2021, the
geo narrative method is employed to investigate themes or patterns that are
relevant to urban blight, crime rate, and safety (Ristea et al., 2021).

As urban blight can be perceived as a tangible problem (Pinto et al., 2022),
it is crucial to gather public feedback on indicators of urban blight. Ristea
et al., 2021 also support these claims, as the study participants selected
include not only specialized personnel, but also individuals from the local
community who have had prolonged exposure to the study area and are not
specifically specialized in urban blight related topics. Each study participant
brings their own unique perspective and knowledge of urban blight based
on their previous experiences.

In many cases, researchers use literature reviews to gain an understanding
of the existing research in a specific field. This approach involves manually
extracting and utilizing the domain knowledge of subject matter experts as
recorded in scientific publications. For example, Schilling and Pinzón, 2016

examine urban blight’s multiple dimensions by conducting an extensive
literature review. However, the increasing number of publications in the
field of urban blight’s indicators analysis makes this approach increasingly
challenging. As a prime example, a search on Google Scholar using the terms
(”urban blight”, ”urban blight fear of crime”, ”urban blight and crime”,
”causes of urban blight”, ”effects of urban blight”) yields more than 600
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1 Introduction

publications about urban blight. This illustrates the difficulty of manually
extracting and utilizing the domain knowledge of urban blight’s subject
matter experts. Other methods, such as cognitive map based methods, are
frequently used as an alternative approach to gather domain knowledge
from a team of subject matter experts by collaborating and discussing a
specific topic. Pinto et al., 2022 are among other researchers who have used
cognitive map based methods to gather domain knowledge in case of urban
blight. However, the authors recognized the limitations of the proposed
methods. One of the major limitations is that choosing a different team of
experts leads to vastly different results.

Geo narratives, literature reviews, and cognitive maps based methods rep-
resent an effective way to gather and organize domain knowledge. Namely,
these methods allows for a more comprehensive understanding of the topic
being studied (i.e. in the case of this research urban blight). However, these
methods have three key limitations. First, geo narratives and cognitive maps
based methods are time-consuming and can be influenced by biases intro-
duced by the moderator. Additionally, such methods have limited coverage,
particularly when researchers only have access to a limited number of par-
ticipants. Second, the results of the geo narratives and scientific publications
are in the form of texts, which then needs to be interpreted manually to
extract the relevant knowledge. Finally, the criteria used in modeling do-
main knowledge with respect to urban blight using cognitive mapping are
not clearly defined and might overlook some common pitfalls in modeling
causal domain knowledge. Given the limitations in previous methods, the
following research questions are raised:

• What are the challenges in the availability and accessibility of domain
knowledge in the case of urban blight?

• How can collaboration between subject matter experts and computer
scientists be leveraged to address these challenges?

• How can text-based documents, such as scientific publications and
geo narratives interviews, be effectively processed to extract domain
knowledge?

• How can domain knowledge be effectively integrated into future
research on urban blight through causal modeling steps?

• What are the agreements and differences between the information
extracted from literature and geo narratives interviews which could
proxy the public’s perception of urban blight?

The previous limitations greatly hinder the ability to access and utilize
domain knowledge pertaining to urban blight. In response, this research
aims to address the challenges of availability and accessibility of domain
knowledge in the case of urban blight by utilizing natural language process-
ing and fostering collaboration between subject matter experts and computer
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scientists. The goal is to facilitate the extraction of relevant information from
text-based sources such as scientific publications and interviews. Addition-
ally, this research provides guidance for integrating domain knowledge in
causal modeling for future studies on urban blight. The contribution of this
research can be summarized as follows:

• We propose a new approach for the extraction of domain knowledge in
the case of urban blight using natural language processing techniques.

• We establish a close collaboration between subject matter experts
and computer scientists to facilitate the processing of relevant text-
based documents such as scientific publications and geo narratives
interviews.

• We provide guidance for causal modeling steps to effectively integrate
domain knowledge in future research on urban blight.

• Our approach addresses the limitations of previous methods, including
the time-consuming nature of cognitive mapping and geo narratives
methods, biases introduced by the moderator, and limited coverage
when researchers only have access to a limited number of participants.

• We aim to increase the availability and accessibility of domain knowl-
edge for the case of urban blight related analysis, thus providing a
valuable resource for researchers and policy-makers.
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2 Background and related work

In the 20th century, many countries experienced both urbanization and sub-
urbanization. Urbanization is the process of people moving from rural areas
to urban areas (Curci and Masera, 2017). Urbanization can bring increased
income, improved living standards, and access to better education and
healthcare, but it also has numerous negative consequences. For example,
crime and violence are mostly common and severe in urban areas (WHO,
2010). In contrast to urbanization, suburbanization is the movement of pop-
ulation from urban city centers to less densely populated areas, such as
suburbs and rural towns (Curci and Masera, 2017). As people move from
urban city centers to less densely populated areas during suburbanization,
there can be a decline in population in the urban cities, which can lead to
an increase in the number of vacant properties (Sugrue, 2014). In extreme
cases, the decline in population urban area can lead to the abandonment of
properties. For instance, in Detroit (USA), nearly 90,000 vacant properties
were reported in 2013 (Sugrue, 2014). Consequently, urban areas can become
predominantly populated by minority groups, who may face various social
and economic challenges such as poverty, unemployment, and lack of access
to education and healthcare (De Sousa, 2006). These social and economi-
cal issues together with vacant properties and brownfields (i.e. previously
developed land that is not currently in use) can contribute to phenomena
known as ‘urban blight’ (De Sousa, 2006).

”Urban blight” is a term that has multiple interpretations and evaluations
due to its subjective nature and the variety of disciplines it encompasses.
Thus, there is no universally accepted definition for this phenomenon (Pinto
et al., 2022). Further, Schilling and Pinzón, 2016 argued that the definition
of urban blight should not be based solely on its appearance, but rather
on the actions and efforts required to reverse it. Thus, despite the ambi-
guity of the term, many scholars associate urban blight with high crime
rates (Zhang and Song, 2014), vacant residential and commercial properties,
reduced housing quality, a decline in local services (Kondo et al., 2018), and
overall deterioration of urban areas (Rafiee and Mahesh, 2013). In some
cases, urban blight as a widespread phenomenon is considered a potential
cause of other drastic consequences such as drug trafficking, prostitution,
and violence (Pinto et al., 2022). These cases align with the work of Kelling,
Wilson, et al., 1982 who viewed urban blight through the ”Broken Windows
Theory”. Here, urban blight can be identified by the presence of vacant
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2 Background and related work

properties and abandoned facilities that reflect the physical, social, and eco-
nomic conditions of an area (Kelling, Wilson, et al., 1982). Moreover, urban
blight can also be indicated by a lack of adequate housing, whereas in the
mid-twentieth century the concept of urban blight included the depreciation
of property and a decreased demand for services (Maghelal et al., 2014).
More recently, urban blight is also characterized by urban poverty, ghettos,
slums, high population density (overcrowded areas), high crime rates, and
a concentration of minority households in blighted areas (Maghelal et al.,
2014).

Additionally, much of the research on urban blight differentiates between
physical and social indicators. For instance, the study on blight done by
Maghelal et al., 2014 mapped physical indicators in the City of Dallas into
seven sub-categories: abandoned, vacant residential, vacant commercial,
mortgage foreclosed, tax foreclosed property, tax delinquent, and demol-
ished. Additionally, Maghelal et al., 2014 examined the socio-economic
blight indicators and mapped them into following categories: poverty, un-
employment, ethnicity, race, renter household, population, and single parent
household (Maghelal et al., 2014).

To account for both physical and social indicators, recent research on
urban blight generally utilizes mixed method approaches, by combining
both qualitative and quantitative factors. This is illustrated by Rafiee and
Mahesh, 2013 where the authors leverage triangulation approach to assess
the main causes of urban blight in the historical centre of Shiraz city (Rafiee
and Mahesh, 2013). Another example is presented by Fabiyi, 2011 where
they have analyzed the spatial and temporal pattern of urban blight in
metropolitan Ibadan (Nigeria) through the data obtained from satellite
images, questionnaire, and indicators identified by experts (Fabiyi, 2011).
Furthermore, Hosseini and Hajilou, 2019 evaluated urban blight in Laleh-
Zar neighborhood of Tehran by using literature review, statistical methods
and questionnaires filled in by random samples of residents in the area.
Moreover, De Tuya et al., 2017 aimed to identify data requirements to create
value in the context of urban blight by including stakeholders feedback
through workshops, meetings and focus groups (De Tuya et al., 2017).

In summary, most studies on urban blight have similar methods, leading
to similar limitations. These include a focus on a single neighborhood or
location and reliance on the subjective opinions of a small group of experts.
Some of these limitations stem from the limited availability of domain
knowledge and the difficulty of obtaining it.
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2 Background and related work

2.1 Cognitive maps based approaches for urban
blight analysis

To study the causes of urban blight, Pinto et al., 2022 devised multiple
criteria decision analysis (MCDA) approach. Here, Pinto et al., 2022 lever-
age cognitive maps based method to identify, select, categorize and group
potential causes of urban blight. Next, in order to perform quantitative
analysis, Pinto et al., 2022 devised the decision-making trial and evaluation
laboratory (DEMATEL) method. Consequently, several limitations of this
study are noted by the authors. These limitations include: (i) if different
group of domain experts are involved in the study, different causes of urban
blight might have been identified; (ii) the limited number of panel members
and the constrained study area could affect the representativeness of the
study.

Similarly to Pinto et al., 2022, Ferreira et al., 2022 conducted a study on
cause-and-effect relationships of urban blight prevention strategies. Ferreira
et al., 2022 research methodology involve cognitive maps and multiple crite-
ria decision analysis (MCDA). Moreover, Ferreira et al., 2022 opted for the
MA-DEMATEL method aiming for more informed decision making. For
readers who are interested in the MA-DEMATEL method, the method ex-
tends DEMATEL by incorporating moving averages (MAs). In Ferreira et al.,
2022 study, cognitive maps are generated devising the strategic options devel-
opment and analysis (SODA) approach. Here, various prevention initiatives
are identified and organized into clusters (areas of concern) by the domain
experts. The domain experts that were selected as decision-maker panel
were urban architects, civil engineers, representatives of homeowner asso-
ciations, and senior city planners within the Lisbon city council. Although
Ferreira et al., 2022 opted for novel MA-DEMATEL approach to eliminate
the limitations from previous studies on urban blight, concerns were raised
by the domain experts. These concerns include: (i) simplified causal map,
(ii) the model-building process is context dependent and includes subjective
components, and (iii) limitations related to the comprehensibility and repre-
sentativeness of the resulted cognitive map. These limitations are similar to
the ones provided in a study done by Pinto et al., 2022.

Further, to create a conceptual model of the causes of blight, Lousada et al.,
2021 used fuzzy cognitive maps (FCMs) which are graphical representations
of causal reasoning. Specifically, to study the nonlinear behavior of complex
systems over time, authors included a system dynamics approach (SD).
Here, an aggregation of experts’ opinions are presented to study the cause-
and-effect relationships between urban blight causes. In Lousada et al., 2021

study, the expert panel is composed of 7 members with high level expertise
in urban blight. The listed method limitations in Lousada et al., 2021 study
include: (i) difficulty of finding experts specialized in urban blight; (ii) time
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2 Background and related work

consuming; (iii) differences in opinion among experts, (i.e. subjectivity); (iv)
difficulty in consolidation of the results. In addition, limitations similar to
the ones mentioned by Pinto et al., 2022 are noted.

In general, cognitive maps based approaches allow for the integration of
multiple perspectives and sources of information, which can lead to a more
comprehensive understanding of the problem. However, they have several
key limitations. One of the main limitations is that they are time-consuming.
Additionally, these methods are often vulnerable to biases introduced by
the moderator. Furthermore, they have limited coverage, especially when
researchers have access to only a limited number of subject matter experts.
Finally, the criteria used in modeling domain knowledge regarding urban
blight using cognitive mapping may not be clear, and this might cause
overlooking of some common pitfalls in causal domain knowledge modeling.

2.2 Introduction to causal data science

Causal data science extends data science by explicitly considering the un-
derlying data generative process, which can be used to improve the module
prediction robustness and reliability. As such, causal data science is gaining
more interest in parallel to the rapid development of data driven approaches,
such as machine learning algorithms, and the era of big data (Guo et al.,
2020). Machine learning algorithms are thought of as a grinder where the
prediction quality is highly dependent on the quality of the validity of the
assumptions made during the data analytic process. Greenland summarized
the most common causal data science frameworks in his work (Greenland
and Brumback, 2002). Hence, nowadays causal frameworks includes, but is
not limited to, graphical causal models (causal diagrams), potential-outcome
models, structural-equations models, and sufficient-component causal mod-
els. Causal diagrams, potential-outcome models, and structural-equations
models are all tools that can be used to analyze cause and effect in a
study population. Causal diagrams are useful for providing a clear, easy-
to-understand visual representation of the qualitative assumptions behind
a causal analysis. Potential-outcome and structural-equations models, on
the other hand, can be used to articulate more detailed quantitative esti-
mates about how different units in the population may respond to different
factors. Sufficient-component cause models are distinct from these other
models in that they depict more complex qualitative assumptions about
the specific causal mechanisms by which different factors may be causing
different effects within individual units of the population (Greenland and
Brumback, 2002). In summary, all these models can be used to understand
the relationships between causes and effects, but they provide different
types of information and focus on different aspects of the study population.
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2 Background and related work

In the case of this research, the main goal is to improve the modeling
of causal domain knowledge related to urban blight. To achieve this goal,
this research has chosen to use the framework of causal diagrams. Causal
diagrams are sets of random variables and the cause-effect relations between
these variables. The variables in the causal diagrams are represented as
nodes or vertices, while the cause-effect relations are represented as directed
edges or arcs.

Causal diagrams have been shown to be an effective tool in helping schol-
ars understand and address real-world problems. One example of where
causal diagrams can be particularly helpful is in scenarios like the Simpson’s
paradox, where the relationship between different variables may not be
immediately obvious. The Simpson’s paradox occurs when a trend appears
in different groups of data but disappears or reverses when these groups are
combined Pearl, 2011. The main conclusion that can be drawn from Pearl’s
research is that when a stratification variable is found to introduce confound-
ing bias, the results obtained from the stratified data set are more reliable.
However, if the stratification variable does not introduce confounding bias,
the correct results are found in the aggregated data set. This statement is
emphasizing on the need to consider the potential sources of bias when
interpreting research results and that the reliability of the results depends
on the specific context. It’s also important to note that the results obtained
from the stratified data set or the aggregated data set do not necessarily
mean the correct or the incorrect results, but the more reliable or less reliable
results.

Causal diagrams are powerful tool for causal modeling that can be used
to improve the robustness, reliability, and quality of predictions made by
a model. However, in real-world scenarios, causal modeling using causal
diagrams is vulnerable to pitfalls that can easily be overlooked (Suzuki
et al., 2020). In the study ”Tips for Using Causal Directed Acyclic Graphs
in Causal Inference” by Suzuki et al. (2020), the authors provided a list of
tips for scholars who are using causal diagrams, specifically causal directed
acyclic graphs (DAGs). These tips include:

• Representing all the causal relations in the causal diagram, even if
they only occurred once in the population. This ensures that the
diagram is as comprehensive as possible, capturing all potential causal
relationships.

• The nodes in the causal diagram should represent the causal variable
and not its realized value. This ensures that the diagram represents the
underlying causal mechanisms, rather than just the observable values
of the variables.

In addition to the tips provided by Suzuki et al. (2020), VanderWeele and
Robins, 2007, and VanderWeele and Robins, 2009 introduced the concept of
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2 Background and related work

sufficient structure causal diagrams as a way to link different causal model-
ing frameworks. Here, VanderWeele and Robins leveraged the concept of
sufficient causes (as an added artificial node to the original causal diagrams)
to allow the discovery of conditional independence between the parents
(the causes) while conditioning on a certain strata of the outcome (effect)
in a binary setting. In summary, VanderWeele and Robins introduced the
concept of sufficient structure causal diagrams as a way to link different
causal modeling frameworks, and to provide a more detailed understand-
ing of the underlying causal mechanisms and the discovery of new causal
relationships.

To ensure the validity of causal models, it is important to consider the
principles of transitivity and proportionality in causation as outlined in
Neil McDonnell’s work McDonnell, 2018. Transitivity refers to the logical
principle that if A causes B, and B causes C, then A must also cause C. This
principle is often used as a checking criteria to make sure the relationship
between variables is consistent. When transitivity is violated, it may indicate
that the causal model needs to be revised. As an example, if it is assumed
that ”pollution causes respiratory disease” (A causes B) and ”respiratory
disease causes premature death” (B causes C), then it must be true that
”pollution causes premature death” (A causes C).

Finally, in the study ”Mechanisms, Modularity and Constitutive Explana-
tion” by Kuorikoski, 2012, the author elaborates on the concept of modularity,
which is an important assumption when using causal diagrams. Modular-
ity refers to the way in which different parts of a causal diagram can be
separated and considered independently. Here, Kuorikoski distinguishes
between three main types of modularity in causal diagrams:

1. Causal model modularity in variables indicates the ability of surgically
intervening on the variable (assigning a value to the variable) in the
causal model (i.e. node in the causal diagrams) without affecting any
other variable in the causal model.

2. The variable mechanism modularity indicates the independence be-
tween the variable (or at least a rang of the variable) and the causal
effect mechanism1 to ensure the smoothness of the outcome (i.e the
causal mechanism is independent from the variable values).

3. Causal model modularity in parameters2 indicates the ability of in-
tervening on a parameter in the causal model would affect only one
causal effect relation in the model.

In conclusion, the modeling of causal domain knowledge is preferably
to be conducted in close collaboration between subject matter experts and

1the causal effect mechanism indicates the way the treatment affect the outcome
2parameters are the variables which are assumed to constant when developing the

causal model for a certain context
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2 Background and related work

causality experts. This is because causal models are powerful tools for
understanding complex phenomena (e.g. phenomena of urban blight and
its indicators), but they are also vulnerable to pitfalls that can easily be
overlooked. Subject matter experts bring their domain-specific knowledge
and understanding of the problem at hand, while causality experts bring
their expertise in causal modeling, and the knowledge on how to avoid
pitfalls and make the model robust. This collaboration ensures that the
model is as accurate and reliable as possible, and that the results align with
the real-world problems.
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3 Methods

3.1 Improving the modeling of causal domain
knowledge

In this research, some of the causal modeling’s pitfalls in the cognitive
maps presented by Pinto et al., 2022, Ferreira et al., 2022, and Lousada
et al., 2021 are noted. For example, Pinto et al., 2022 applied DEMATAL
on the cognitive map without taking the causal modeling perspective into
account. Here, Pinto et al., 2022 gathered data through the collective nego-
tiations and discussions with panel members. Next, the authors identify,
select, categorize and cluster potential causes of urban blight. However, the
clusters (the criteria in the cognitive map) are not independent. Namely, the
identified clusters share one or more cause between each other. In many
cases, the identified causes are articulated as events, which describe values
of the causal variables not the variables themselves. Thus, events describing
different or similar values of the same causal variable are listed in different
clusters. Consequently, the results of the subsequent analysis (in this case
DEMATAL) provide a great starting point, but are lacking from a causal
perspective. Due to the fact that this research has limited access to the
same team that participated in Pinto et al., 2022 study, this research cannot
quantify the difference between the two approaches. Nevertheless, in the
rest of this section, this research presents the recommendations for causal
modeling by introducing set of four rules. These rules could be used in the
modeling phase.

Causal Modeling Rule #1 If an event gives an information about another
event, these events belong to the same causal variable

In general, events describe the value of the causal variable. For example,
”vacant buildings” and ”unoccupied housing (empties)” describe the same
value of a causal variable ”building occupation”. Similarly, ”vacant build-
ings” and ”housing overcrowding” describe values of the same causal
variable ”building occupation”. If left unaddressed, this would affect the
modularity of the proposed causal model (e.g. knowing that a building
is vacant, indicates that the building is not overcrowded). Therefore, it’s
important to check and discuss these values with domain experts during
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the causal modeling phase to extract the causal variable. To identify these
cases, it’s recommended to go through all the identified events and group
the ones that are the same (or similar) or mutually exclusive. This rule is
highlighted as one of the tips provided by Suzuki et al., 2020 and is in line
with the modularity in variables case presented by Kuorikoski, 2012.

Causal Modeling Rule #2 If an event gives an information about more
than one independent causal variable, it is the result of their interaction
and should be modeled as an artificial node in the causal diagram

In some cases, an event can describe an interaction between two causal
variables. For example, ”abandoned buildings” are buildings that are unoc-
cupied and in a state of severe disrepair. While ”unoccupied building” is a
value of the causal variable ”building occupation” and ”building in a state
of severe disrepair” is a value of the causal variable ”building conditions”.
”Abandoned buildings” cannot be modeled as a causal variable because
it cannot be intervened on without affecting other causal variables (i.e. in
this case ”building occupation” and ”building conditions”). To handle such
cases, the value is represented in the causal diagram as an artificial node,
which does not correspond to a causal variable. Additionally, the artificial
node should be linked to the causal variables that created it through their
interaction. This rule follows VanderWeele and Robins, 2009 approach in
modeling the interactions between two or more causal variables.

Causal Modeling Rule #3 The presence of an edge in the causal diagram
corresponds to the presence of at least one causal relation in the data set

After grouping the events under their designated variables, these variables
are typically connected using directed edges representing the causal relation.
The edge direction is from the cause to the effect. The presence of an edge
corresponds to the presence of at least one event in the cause variable that
acts as the cause for an event in the effect variable. This is also emphasized
by Suzuki et al., 2020. However, it’s important to note that these edges
should be included only for direct effects, not distant effects, to facilitate
mediation analysis. Similar recommendation is also given by Razouk and
Kern, 2022. To this end, the absence of an edge between two variables means
that the two variables are causally independent considering a specific group
of other variables.
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Causal Modeling Rule #4 If a mediator variable violates the transitivity
principles of causal relations this variable should be split into multiple
variables

As a checking criterion, Rule #4 verifies the validity of the identified causal
variables. Specifically, Rule #4 retrieves all the causal chains that are of
length 3 variables. Next, the rule checks the validity of the transitive causal
relation between the variables in the retrieved chains. Any violation of
transitive causal relation validity could indicate an issue in the definition of
the mediator causal variables, and these variables need to be revised and
subsequently modified. This rule is in line with Neil McDonnell work in
”Transitivity and proportionality in causation” McDonnell, 2018.

These four rules can be applied iteratively until the resulting causal
models meet all the rules criteria. By applying these rules, the resulting
cognitive map is more aligned with causal knowledge modeling. As such,
the subsequent analysis results could be more reliable and less biased.

3.2 Improving the coverage of urban blight related
analysis

This research aims to increase the availability and accessibility of domain
knowledge for the case of urban blight related analysis. Thus, causal informa-
tion extraction methods are proposed to be applied on urban blight relevant
text. Causal information extraction, also known as causality extraction, is
the process of identifying and extracting information about cause-and-effect
relationships from text (Yang et al., 2022). This task is often performed using
natural language processing (NLP) techniques and can be used to extract
useful information from large amounts of text data (Yang et al., 2022). There
are many applications for causal information extraction. These applications
may include improving the quality of machine learning algorithms’ results
by providing a better understanding of the relationships between events in a
given domain. One recent survey that provides an overview of the available
methods and data sets for causal information extraction is presented by Liu
et al., 2020.

There are several approaches to extract causal information from text,
including manual annotation, rule-based methods, and machine learning
based methods. Manual annotation involves manually identifying and label-
ing cause-and-effect relationships in a text, while rule-based methods use
predefined rules to identify these relationships. Machine learning methods,
on the other hand, use statistical techniques to learn patterns in the data
and make predictions based on those patterns.

In this research, series of geo narratives conducted in Baton Rouge,
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Louisiana are manually analysed. Although, these series of geo narratives
are preliminary analysed in previous research (Ristea et al., 2021). Neverthe-
less, this research further process them to extract causal information relevant
to urban blight analysis.

Next, a data set of urban blight relevant publications is collected. These
publication include valuable information that would improve the coverage
of urban blight related analysis. This data set is collected by crawling
publication search engine results based on a set of predefined search terms.
The approach captures publication related meta data such as the year of
publication and the name of the authors. Additionally, it removes duplicated
search engine results the are caused by the overlapping of search results. The
results of this approach are collected in a long list of publications relevant
to urban blight. This list is manually checked to download the publication
files.

Subsequently, different causal information extraction approaches includ-
ing rule-based approach and transformers based approach have been applied
on the collected data set. Next, to test and evaluate these approaches, a test
data set have been annotated. The annotation process devises annotation
guidelines to improve the interrater agreement.

The reset of this secession is organized as follows: more details of the
geo narratives’ series processing are presented. Next, the approach of col-
lecting the relevant publications is elaborated. Finally, the different causal
information extraction methods are described.

3.2.1 Geo narratives data analysis

In order to assess the understanding of the general population of the phe-
nomenon of urban blight, a series of geo narratives are analysed. For in-
stance, in the case of Baton Rouge, Louisiana, the geo narratives are devised
by conducting interviews to examine the participant perceptions of urban
blight, crime, and safety at specific locations (Ristea et al., 2021). The exper-
iment presented by Ristea et al., 2021 included 46 test participants. These
participants can be categorized into two groups based on their background.
Namely, participants with background related to urban blight indicators are
categorized as experts. Moreover, participants selected from general popula-
tion are categorized as non-experts. The participants are driven following a
predefined route around the study area. The selected route passes through
different zones (i.e. types of land use). These zones include commercial
zones and residential zones among others. Figure 3.1 provides information
about the selected route, together with the information about the respective
zones alongside the route.

At the same time, the participants were asked a number of questions
based on a predefined set of topics depending on the surrounding environ-
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Figure 3.1: Route taken for the geo narratives. Each geo narrative was collected based
on a predefined route, taking about 25 minutes with the car. The zones are
represented as colours, for example in the upper-left corner the route follows
Plank Road (diagonal), a commercial area represented as red, which has been
associated with crime by the interviewees.
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ment. The interviews are recorded together with the location information.
The audio recordings are transcribed in textual form and saved together
with a time stamp that could be used to retrieve the location where the
text is stated in the interview. Since the geo narratives were collected in
an interview style, many of the causal expressions span across multiple
interactions and in many cases uses implicit language, i.e., inter-sentential
causal expressions (Yang et al., 2022). As such, automatic causal relation
extraction methods are not expected to perform well in such a setting. Con-
sequently, close reading of the interviews for extracting causal information is
conducted in a manual manner. It should be noted that here causal relation-
ships are assumed based on linguistic traits and not on potential underlying
philosophical and logical causal relationships. As a consequence, causal
expressions reflect the sentiment of the interviewed participants and may
also contradict each other.

3.2.2 Urban blight relevant publication data analysis

To increase the coverage of research conducted on urban blight analysis,
many scholars opted for an extensive literature review. In many cases,
researchers relay on publication search engines that retrieves lists of publica-
tions based on search queries. Next, these lists of publications are manually
reviewed and summarized. It should be noted, that multiple search queries
are typical in cases of multi disciplinary topics such as urban blight. Al-
though the extensive literature review can increase the coverage of the
conducted research, this process is labor intensive.

In this research, to simplify the literature review process, an approach
that extracts the results of a search engine based on specific queries has been
developed. The results from multiple queries are then combined to create a
list of relevant publications. Duplicate publications are removed from this
list. The publications are then manually downloaded in PDF format and
their texts are extracted. Finally, these texts are analyzed using two causal
information extraction methods.

The first causal information extraction method is a rule-based method that
leverages predefined causal patterns to assess if a giving sentence contains
causal language. Additionally, the same causal patterns are used to infer
the direction of the causal relation. For example, ’[B], because of [A]’ and ’
because [A], [B]’ are two causal patterns related to the causal cue because.
These causal patterns describe a causal relation between two events (event
[A], and event [B]). These causal patterns are mainly inspired by the work
presented by Luo et al., 2016. The direction of the causal relation in both of
these patterns is from event [A] (i.e. the cause) to event [B] (i.e. the effects).
These patterns are systematically leveraged to extract the sentences which
contains causal language. Next, the causal cues and events are extracted
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from these sentences.
The second causal information method is a data driven based method. This

method leverages transformer based language models to extract meaningful
representation of the tokens in the sentences extracted from the publication.
These embeddings are passed to a trigger detection model (i.e a model that
detects the presence of causal language in a sentence). This model’s results
indicate if a token is part of a causal trigger. Next, the tokens embedding
and the results of the trigger detection model are passed to a trigger group-
ing model. This model addresses cases where a sentence contains multiple
triggers. Each trigger could be composed of multiple tokens. To this end, the
trigger grouping model classifies the embedding of each pair of tokens that
are labeled with trigger class from the trigger detection model. Finally, each
grouped trigger embedding (a weighted average of the tokens embeddings
that construct the same trigger) are passed together with the tokens embed-
ding to an argument detection model. This model aims to detect the cause
and the effect of each causal relations present in the sentence. This method
is firstly introduced by Daniel Gerber in his master thesis work Gärber, 2022

1 2. These models are pre-trained on the Because corpus Dunietz et al., 2017

and directly applied on the collected publication data set. Similar to the
rule-based methods, these three models are systematically applied to the
sentences extracted from urban blight related publications. Hence, if the
trigger detection model detects a trigger in a sentence, the trigger grouping
model is applied on the same sentence followed by applying the argument
detection model.

The two methods are developed to address causal information extraction
on text from the general domain. As such, the performance of these methods
on urban blight related text is not known. Therefore, in this research, a test
data set which is used to evaluate and compare the two methods has been
annotated. The annotation process is conducted by three participants from
different scientific domains. Based on preliminary analysis of the annotated
data, high disagreement between the annotators is noted. Thus annotation
guidelines are articulated in the next subsection.

3.2.3 Annotation Guidelines

To estimate and compare the performance of the proposed causal informa-
tion extraction methods on urban blight related text, 100 sentences were
extracted from the scientific publications. Subsequently, these sentences are
annotated by three annotators. The annotators are asked to annotate: (i) If
the sentences contain causal language? (ii) What is the causal trigger? (iii)
What are the causes? (iv) And what are the effects?

1An online demonstrator is provided by Daniel Gerber
2https://www.danielgaerber.at/cbert/
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Here, Fleiss’ kappa is devised to estimate the interrater agreement be-
tween the three annotators. In the first round, as expected, the resulting
interrater agreement had been 16%, which translates to a slight interrater
agreement according to Landis and Koch, 1977. The slight interrater agree-
ment is mainly attributed to the limited annotation guidelines and training
given to the annotators. As such, in the second round, we follow the anno-
tation guideline suggested by Dunietz et al., 2015. Here, Dunietz defined
causal language as a “term refers to clauses or phrases in which one event,
state, action, or entity (the cause) is explicitly presented as promoting or
hindering another (the effect).” Thus, Dunietz advises the annotators to
the language used to appeal notions of causality not the relationships that
are causal in some actual metaphysical sense. As such, Dunietz advises to
exclude four main types of causal language: (i) Causal relationships with
no lexical trigger. These cases are referred to as implicit causal relations. (ii)
Connectives that lexicalize the means or the result of the causation. In such
cases, the connective and effect are included in the same verb with no clear
separation between the two. Fore instance, the verb heal encodes the “cause
of recovery”, but it includes the effect as well, i.e. the person had recovered.
(iii) Temporal language, in such cases, temporal indicators (e.g. “after”) can
be interpreted as causal relations not due to the language used in the sen-
tences but because of knowledge of the domain. If this knowledge is absent
for some annotators, it will create disagreement in the annotation. After
all, causal information extraction aims to extract causal information from
the text without knowledge about the domain. Finally, (iv) connectives that
assert an unspecified causal relationship. Here, Dunietz strives to enrich the
extracted causal relation with additional information such as consequence
or motivation, etc. However, for the case of this research, the annotation
guidelines are only limited to the first three types suggested by Dunietz.
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4.1 Improving the modeling of causal domain
knowledge in cognitive maps based approaches

To test the validity of the proposed causal modeling rules, the cognitive map
presented by Pinto et al., 2022 have been digitized. Based on preliminary
examination, the clusters proposed by the authors share numerous values.
As a result, these clusters overlap. To address this observation, in this
research a team of three experts have attempted to reassign the described
events in the cognitive maps to their causal variables by applying the
first rule form the suggested rules. Here, we report that, in some cases,
this process has been successful. For example, the event ”little inspection”
and ”lack of inspection” are two values of the same variable ”inspection”.
However, in some other cases, this process is limited due to the ambiguity
of the described event and the limited access to the original experts who
participated in Pinto et al., 2022 study.

Next, the second rule is applied. This rule searches for events that give
information about more than one causal variable. In this study, the event
”abandoned buildings” have been identified as a prime example of this
case. As such, the event is represented in the causal diagram devising a
different color to emphasize that it is an event rather than a causal variable.
As mentioned in 3.1, an event in this research refers to the realized value
of a variable. The relations between the events, that give information about
more than one causal variable, and thier corresponding causal variables are
also represented in the causal diagram using a different type of arrows to
indicate that these relations are different from the relations that connect
causal variables.

To identify the causal relations between the proposed causal variables,
the relationships between events within the variables are analyzed. The
presence of at least one cause-and-effect pair where the cause event belongs
to one variable and the effect belongs to the other variable indicates the
presence of a causal relation directed from the first variable to the second
one. For example, the event ”lack of urban policies” from the causal variable
”urban policies” could lead to the event ”lack of inspections” from the
causal variable ”inspections”. Thus, a causal relation from the causal variable
”urban policies” to the causal variable ”inspections” is added in the diagram.
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Figure 4.1: The processing results of part of the cognitive map. This processing includes
applying the four proposed rules to an already existing cognitive map. Limita-
tions concerning the ambiguity of the described events are reported.

Finally, experts are strongly encouraged to use the fourth rule to verify
the validity of the developed causal models. A violation of the transitive
property of the causal relation could indicate the need to adapt the causal
variables’ definitions. For example, while ”building conditions” is the causal
variable with respect to the event of abandoned buildings, it contains three
criteria, each of which could be considered as a causal variable on its own.
Each criterion could have its own root causes and effects that may not
be related to the overall variable ”building condition”. To represent these
cases, these causal variables are depicted independently within the general
causal variable (in this case ”building condition”). Additionally, the causal
relations which link the general causal variable are differentiated from the
ones related only to one criterion. In Figure 4.1 the processing results of part
of the cognitive map presented by Pinto et al., 2022 is depicted.
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4.2 Causal information extraction for increasing
the coverage of urban blight related cognitive
maps

4.2.1 Geo narratives data analysis

The city of Baton Rouge has a high crime rate, with a higher than Louisiana
statewide and US national average number of violent crime and property
crime incidence. It is considered a dangerous city to live in and residents
should take precautions to protect themselves and their property. This is
acknowledged by local leaders who are working to address the problem
through various initiatives and programs. Hence, geo narratives are devised
by conducting interviews to examine the participant perceptions of urban
blight, crime, and safety at specific locations (Ristea et al., 2021). The partic-
ipants in the geo narratives can be categorized into two groups based on
their background. Namely, participants with background related to urban
blight indicators are categorized as experts. Otherwise they are categorized
as non-experts. This categorisation can allow for examining the agreements
and differences of urban blight experts’ perception of the surroundings
compared to the general population (i.e. non-expert). Based on the analysis
of these geo narratives we report the following.

Non-experts

One of the biggest influencing factors why participants feel more safe is
familiarity with the study area. Participants, who grew up or worked in an
area with high urban blight are able to make a clearer distinction between
indicators of poor areas and the impression of higher crime levels.

In Table 4.1 an overview is given of the main influencing factors as
mentioned in the interviews with non-experts. Since the causal relations
spawn a complex network, the most common relationships were further
analysed and grouped according to four categories.

First, the root causes and direct causes are listed, which have been men-
tioned to result in the intermediary causes, consequences and the percep-
tions. The intermediary causes list mediators, such as lighting conditions
on the street, which may result in people feeling unsafe during the night.
Consequences are result of the causes, for example the perception of urban
blight has been reported to be an indicator of crime. Further, the news
reporting of crime also heavily influence the perception of crime. The two
mentioned influencing factors for the perception of crime differed also on
level of familiarity. People, who never visited the areas before rather relied
on news reports and superficial perception of urban blight, such as graffiti.
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Finally, the last category represents the subjective perception of the intervie-
wees, including the perception of urban blight, crime, and their feeling of
safety.

Participants also disagreed on the presence of other people on the streets.
Some reported that people on the streets in general improve the subjective
perception of feeling safe, with exceptions like homeless and groups of
people. Others reported that even situations like people close to convenience
stores contribute to a feeling of being unsafe. Corner stores and convenience
stores are generally assumed to at least indicate higher crime rates. Interest-
ingly, in multiple interviews the presence of certain stores and the absence
of others are mentioned as indicator for areas to avoid.

Additionally, some interviewees separate property crime from other types
of crime, e.g., violent crime. For example, visible alarm systems are being
mentioned as being an indicator for property crime.

In most of the interviews little differences are being made between poorer
neighborhoods, urban blight, and crime. For example, overgrown vegetation
and untrimmed lawns are generally mentioned as indicators for urban
blight, and contribute to the perception of feeling unsafe.

Finally, cars appear to be the main mode of transportation, as in the city
of Baton Rouge public transport is not well received. Public transportation
is reported to be dark and associated with bad smell, according to the
interviews.

Experts

In contrast to the non-experts, the experts made a clear distinction between
poor neighborhoods, urban blight, and crime, highlighting the difference in
the underlying (social) mechanism. The experts acknowledge the complex
interactions between poorness and its implications, e.g., despair and hope-
lessness to change the situation. For example, rented houses are expected
to receive less care than self home ownership. Especially, in cases where
the owners are interested in rising prices of their investment. In Figure 4.2
the complete causal diagram extracted from the interviews with experts is
shown.

4.2.2 Urban blight relevant publication analysis

In order to streamline the literature review process, this research utilizes
advanced search engines to extract relevant results based on a predefined
queries. This improves upon traditional literature review methods by provid-
ing more targeted and efficient results. Specifically, the following keywords
were utilized in our research: (i) ”urban blight” (ii) ”urban blight fear of
crime” (iii) ”urban blight and crime” (iv)”causes of urban blight” (v) ”effects
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Root, direct causes Intermediary causes Consequences Perception

Lack of investment Bad road conditions;
abandoned houses;
empty lots

Unmaintained
neighborhoods

Urban blight

Poor residents Lack of care; trash;
overgrown vegetation;
blocked, foiled, and
broken windows

Unmaintained
neighborhoods

Urban blight

Small and dense
houses; no green area;
small spaces;

Foiled windows; aban-
doned cars and furni-
ture

Unmaintained
neighborhoods

Poor area

Lack of community ’No trespassing’ signs;
unkept neighborhoods

Perception of ur-
ban blight; crime
news reporting

Crime

Drugs, gangs, lack of
money

Bars, fences, and
cameras

Crime

Known area (worked
or lived)

Feeling safe

Proximity of schools;
police presence; cam-
eras

Lit up during night;
weekend; residential
area; walkability

Feeling safe

People walking the
dog; people on the
streets

Feeling safe

Abandoned houses;
empty lots; dense
housing; bad road
conditions

Not getting out of the
car;

Feeling un-
safe

People with guns;
walking in the middle
of the street; homeless;
lurking; man on the
street; self-walking
dogs; being a girl

drive instead of walk; Feeling un-
safe

Table 4.1: Most common causal expressions by non-experts.
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Hears 

sirens, see

(emergency)
lights

Stressed
Violence Risk of victim

of crime

Need money
(and no legal
opportunities)

Crime

Buy house as
self investment

Kept
neighbour-

hoods

Increase 

value of houses

Urban blight

Dollar store, car
washes, ...

Vacant lots

Homeless
(tents)

Investments

Nice
neighbour-

hoods

Gentrification

"City moves"

Low income

Hopelessness

Drugs

People do not
care

House owned
by landlords

Poor population
has to move

Figure 4.2: Causal diagram extracted from experts interviews. .

of urban blight”. These keywords were selected to ensure that our data set
encompasses a wide range of perspectives and information on the topic
of urban blight. In total, a list of over 600 papers related to urban blight
is obtained. This list has been manually checked to ensure that it includes
only relevant and high-quality papers. In Figure 4.3 an overview of papers’
count related to urban blight published each year. Here, an increase trend
can be clearly observed. This trend could indicate the increase interest in
the topic of urban blight and highlights the urge of the problem. Next, due
to the fact these papers are coming from different journals with different
access rights, the papers are manually downloaded by visiting each website
and downloading them one by one. Moreover, texts are extracted from the
downloaded documents. These texts are then processed by a pre-processing
function that addresses systematic errors introduced by the text extraction.
Finally, sentence tokenization is used to extract sentences from the body of
texts. These sentences are used as input for causal information extraction
methods.

The three annotators each annotated 100 sentences that contained causal
language in the first round. To estimate the agreement between the annota-
tors, Fleiss’ Kappa was used. The resulting interrater agreement was 16%,
indicating a slight level of agreement between the annotators. In the second
round, after the annotation guidelines were shared, an interrater agreement

25



4 Results

Figure 4.3: Number of publications related to urban blight in each year. An increase trend
can be clearly observed. This trend could indicate the increase interest in the
topic of urban blight.

of 46% was achieved, indicating a moderate level of agreement between the
annotators. It should be noted that the two experts with similar background
in dealing with causality achieved an interrater agreement of 67%, which is
considered substantial level of agreement between the annotators. Based on
this, the annotated data was used, and the max voting criteria was applied
to evaluate the causal information extraction methods.

Both causal information extraction methods have been evaluated on the
annotated data set. Here, the evaluation metrics are the precision, recall,
the harmonic mean of precision and recall (i.e.F1 score), and Matthew’s
correlation coefficient (i.e.MCC). These metrics are calculated to evaluate
the models ability to detect causal language in a sentence. By applying these
methods to the annotated sentences, the following results were obtained:

Table 4.2: Comparison between rule-based and BERT-based causal information extraction
methods performance on causal language detection. The rule-based approach de-
livers higher precision, but its recall is limited. On the other hand, the BERT-based
method exhibits higher recall and overall superior performance, as demonstrated
by its higher F1 score and Matthew’s Correlation Coefficient (MCC).

Method Precision Recall F1 score MCC
Rule-based 66% 16% 26% 22%
Bert-based 44% 68% 53% 26%
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Urban blight is a complex issue that requires an interdisciplinary approach
to address its various challenges. One of the significant challenges in this
domain is the availability and accessibility of domain knowledge. This chal-
lenge can be attributed to several factors such as the lack of data collection
and standardization, the dispersed and fragmented nature of relevant infor-
mation, and the difficulty in extracting meaningful insights from the large
amounts of data. This is highlighted by the results on the causal modeling
of the knowledge documented in the cognitive maps.

To address these challenges, collaboration between subject matter experts
and computer scientists is crucial. Subject matter experts have deep knowl-
edge and experience in the domain, while computer scientists have the
technical skills and tools to model this knowledge and include it in the
processing and analysis of the data. By working together, they can leverage
their strengths to extract and integrate domain knowledge more effectively.
Here, we provided and example of this collaboration by articulating and
testing four rules for causal modeling of domain knowledge.

Text-based documents, such as scientific publications and geo narratives
interviews, are an essential source of domain knowledge in the case of urban
blight. However, effectively processing these documents to extract meaning-
ful insights is a challenge. Natural language processing (NLP) techniques,
such as causal information extraction, can be leveraged to extract relevant
information from these documents. To improve its performance, NLP al-
gorithms can be further trained to recognize patterns and relationships in
domain specific text by providing adequate labeled data set, which can then
be used to extract domain knowledge.

Finally, comparing and contrasting the information extracted from geo
narratives interviews can provide valuable insights into the public’s per-
ception of urban blight. Experts provide a more objective and scientific
perspective on the issue, while geo narratives interviews with people from
the general population provide a more subjective and personal perspective.
By comparing and contrasting these perspectives, researchers can gain a
better understanding of the complex and nuanced nature of urban blight.

As future work, once domain knowledge has been extracted, it can be
effectively integrated into future research on urban blight through causal
modelling steps. Causal models can help to identify and clarify the rela-
tionships between different factors and variables that contribute to urban
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blight. This information can be used to design and implement more effective
policies and interventions aimed at reducing urban blight.
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6 Conclusion

In conclusion, the challenges of availability and accessibility of domain
knowledge in the case of urban blight are significant issues that requires
an interdisciplinary approach to address. Collaboration between subject
matter experts and computer scientists is crucial to overcome this challenge,
as it leverages the strengths of both disciplines to extract and integrate
domain knowledge more effectively. Text-based documents, such as scien-
tific publications and geo narratives interviews, are a valuable source of
domain knowledge, and NLP techniques can be leveraged to extract relevant
information from these documents. Causal modeling can help to integrate
this knowledge into future research on urban blight, and comparing and
contrasting the information extracted from literature and geo narratives
interviews can provide valuable insights into the public’s perception of
urban blight and hence help to alleviate this societal problem.

29



Bibliography

Beers, A., Daley, C., McLaughlin, I., & Pavlek, G. (2011). Quick guide: New
tools to address blight and abandonment. Pennsylvania: The Housing
Alliance of Pennsylvania (cit. on p. 1).

Costa, J. B., Ferreira, F. A., Spahr, R. W., Sunderman, M. A., & Pereira,
L. F. (2021). Intervention strategies for urban blight: A participatory
approach. Sustainable Cities and Society, 70, 102901 (cit. on p. 1).

Curci, F., & Masera, F. (2017). Flight from urban blight: Lead poisoning, crime
and suburbanization (tech. rep.). Working Paper. (Cit. on p. 5).

De Sousa, C. (2006). Residential development activity on urban brownfields
in milwaukee and chicago: An examination of redevelopment trends,
developer perceptions and future prospects (cit. on p. 5).

De Tuya, M., Cook, M., Sutherland, M. K., & Luna-Reyes, L. F. (2017).
Information requirements to create public value: Sharing and opening
data to address urban blight. Transforming Government: People, Process
and Policy (cit. on p. 6).

Dunietz, J., Levin, L., & Carbonell, J. G. (2015). Annotating causal language
using corpus lexicography of constructions. Proceedings of The 9th
Linguistic Annotation Workshop, 188–196 (cit. on p. 19).

Dunietz, J., Levin, L., & Carbonell, J. G. (2017). The because corpus 2.0:
Annotating causality and overlapping relations. Proceedings of the 11th
Linguistic Annotation Workshop, 95–104 (cit. on p. 18).

Fabiyi, O. O. (2011). Analysis of urban decay from low resolution satellite re-
mote sensing data: Example from organic city in nigeria. International
Journal of Development and Management review, 6(1) (cit. on p. 6).

Ferreira, F. A., Spahr, R. W., Sunderman, M. A., Govindan, K., & Meidutė-
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Figure 1: The processing results of part of the cognitive map. This processing include
applying the fore proposed rules to an already existing cognitive map. Limitations
concerning the ambiguity of the descried events are reported.
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