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In this report the work from my research visit at the National Center for Atmospheric
Research (NCAR) is summarize. All analyses and plots within this report were done by
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The evaluated WRF output data were party generated by myself (in case of the WRF-

12km simulation) and partly provided by the group of Roy Rasmussen from the Research
Applications Laboratory (RAL) at NCAR.
Currently I am working on publishing this work in two peer reviewed publications.
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Abstract

Hydrological extremes have large impacts on ecology and society and are an important
factor in the water balance of a region. Precipitation extremes often depend on small
processes, which makes it hard to accurately simulate them in state of the art climate
simulations with typical horizontal grid spacings larger than 20 km.
In this study the impact of model grid spacing on the simulation of extreme precipita-

tion events in the headwaters of the Colorado river is investigated. Therefore, an eight
year periods is simulated with the Weather Research and Forecasting Model (WRF) on
a 4 km, 12 km, and 36 km grid. Perfect boundary conditions from the North American
Regional Reanalysis (NARR) were used which makes the simulation directly comparable
with observations.
The 4 km simulation outperforms the coarser gridded runs especially on small scales

and improves the spatial structure, and variability of extreme events. The high resolution
is essential for the representation of June, July, and August (JJA) extremes because on
a 4 km grid deep convection can be resolved explicitly. Thereby, not only the spatial
properties of extreme precipitation events are improved, but also the wet bias in the
12 km, and 36 km runs is corrected. In December, January, and February (DJF) high
resolution is beneficial to simulate the observed precipitation patterns which are strongly
triggered by orography. Here the 12 km resolution is sufficient to simulate the correct
amount of precipitation but only in the 4 km run the spatial correlation of extreme
precipitation filds is captured.
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1 Introduction

Hydrological extreme events have large impacts on society, ecosystems, and water re-
sources. In a changing climate hydrological extremes are expected to intensify because
warmer air can carry more water vapor (according to the Clausius Clapeyron relation).
This means there is potentially more water available to rain out from an air parcel and
more latent heat can be released when the additional water vapor is condensed. How-
ever, there are often complex feedback mechanisms in the climate system which are not
regarded in this simple consideration.
Climate models are common tools to investigate feedback processes like these. This

models are based on physical principals and enable simulations of the current climate
and projections of future climate change. However, General Circulation Models (GCMs)
currently have horizontal grid spacings of about 200 km which is often much to coarse
to properly simulate hydrological extremes. Therefore, regional climate models (RCMs)
are often used to refine the resolution of GCMs on an limited area of the globe. State of
the art RCMs have horizontal grid spacings of about 20 km, but in complex terrain and
for the simulation of precipitation extremes this resolution is still too coarse.
In this report the effect of three horizontal grid spacings in the Weather Research and

Forecasting Model (WRF) on the representation of extreme precipitation events in com-
plex terrain is analyzed. The grid spacings are 4 km, 12 km, and 36 km. In the 12 km
and 36 km simulations deep convection has to be parameterized. Convection parameter-
izations are known to be a principal error source in the simulation of precipitation. On
the 4 km grid, convection parameterizations can be switched of because deep convection
can be explicitly resolved (convection permitting simulation). A second advantage of
the higher grid spacing is the improved representation of orography and surface fields.
This is especially important in regions with complex terrain.
In this study the region of interest are the headwaters of the Colorado river (hereafter

Colorado headwaters, or headwaters) located in the western part of Colorado. This
region has a very complex terrain with mountain tops reaching more than 4000 m.
To accurately simulate atmospheric fields in this environment is a challenging task for
regional climate models.
In Chapter 2 the used model setup, domain and time period, reference data, and

statistical methods are explained. Chapter 3 focuses on the climatologically (8 year
average) performance of the simulations. In Chapter 4 the average June, July, and
August (JJA) and December, January, and February (DJF) precipitation extreme event
is evaluated and in Chapter 5 extreme value statistic is applied to evaluate the skill of the
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1 Introduction

simulations to simulate extremes. Summary and conclusions are presented in Chapter 6.
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2 Data and Methods

The Weather Research and Forecasting Model (WRF) version 3.1.1 (Skamarock et al.
2005) was used to simulate the eight year period 1st January 2001 to 31st December
2008 (plus three months of spin up) with 4 km, 12 km, and 36 km horizontal grid
spacing over the domain in 2.1. The most important model settings are the usage of the
Noah land surface model (Chen and Dudhia (2001), Ek et al. (2003)), Mellor–Yamada–
Janjić (MYJ) planetary boundary layer scheme (Skamarock et al. 2005), Community
Atmosphere Model’s (CAM) long-wave and shortwave schemes (Collins and Coauthors
(2006), and Thompson et al. (2008) cloud micro-physics scheme. While deep convection
was parameterized within the 12 km and 36 km simulations with the Betts–Miller–Janjić
scheme (Betts and Miller (1986) and Janjic (1994)) no convective parameterization was
used in the 4 km run since convection is assumed to be simulated explicitly at this
grid spacing (Weisman et al. 1997). The initial conditions and lateral boundary forcing
for the simulations were taken from the North American Regional Reanalysis (NARR;
Mesinger and Coauthors (2006)) which has an update frequency of three hours over
North America with 32-km horizontal grid spacing.

Figure 2.1: The contour shows the orography in the simulated domain. The Colorado headwa-
ters are highlighted in the black rectangle. White dots show the location of SNOTEL stations.

11



2 Data and Methods

2.1 Domain and Definition of Mountain Ranges
The region of interest are the headwaters of the Colorado river (hereafter Colorado
headwaters or simply headwaters) which are displayed in Figure 2.1.
For the extreme value evaluations the Colorado headwaters region is split up in eight

mountain ranges according to Figure 2.2. The locations of the snow telemetry (SNOTEL)
stations is depicted as circles in the maps. There are different amounts of stations for
the evaluation of the 8 year simulated period (99 stations, left panel) and the 30 year
evaluations (39 stations, right panel) according to the availability of complete time series
(no missing values).

2.2 Reference Data Sets
In this study three different reference data sets are used for the evaluation of the WRF
simulations:

1. the Parameter-elevation Regressions on Independent Slopes Model (PRISM) data
set,

2. the Climate Prediction Center (CPC) data set,

3. and the SNOTEL observations.

In the following subsections those data sets and their application in this study are
explained.

2.2.1 SNOTEL

For the evaluation of extreme precipitation events observations from the SNOTEL station
network (Serreze et al. 1999) were used. 99 of those stations are located within the
Colorado headwaters region (see white dots in 2.1) and have a complete daily time series
for the simulation period. The stations are located between 2400 m to 3500 m mean
sea level where snowfall is highest. The measurements are performed with precipitation
gauges and have a resolution of 2.5 mm.

2.2.2 PRISM

PRISM (Daly et al. 1994) is a gridded dataset for precipitation, dew point, and maximum
and minimum 2 m air temperature for the entire continental USA. In this dataset a
analytical tool incorporates point data, a digital elevation model, and expert knowledge
of complex climatic extremes, including rain shadows, coastal effects, and temperature
inversions are used to generate data on a 4 km times 4 km grid with a monthly resolution.

12
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Figure 2.2: Definition of different mountain ranges within the Colorado headwaters region. The
locations of the SNOTEL stations are depicted as circles. In the left panel the 99 stations for the
8 year evaluations and in the right panel the 39 stations for the 30 year evaluations are depicted.
The acronyms for the mountain ranges stand for: SJM-San Juan Mountains, SCR-Sangre de
Cristo Range, SR-Sawatch Range, GM-Grand Mesa, FT-Flat Tops, PR-Park Range, FR-Front
Range, MBR-Medicine Bow Range.

Here the PRISM data set is only used for climatologically analyzes, because of its coarse
temporal resolution.

2.2.3 CPC

The CPC data set(Higgins et al. 1996) provides precipitation data on a 0.25 degree
latitude times 0.25 degree longitude grid for the entire continental USA on an daily
basis. It uses station data from three sources: NOAA’s National Climate Data Center
(NCDC) daily co-op stations (1948-current), CPC dataset (River Forecast Centers data

13



2 Data and Methods

+ 1st order stations - 1992-current), and daily accumulations from hourly precipitation
dataset (1948-current). There are about 13000 station reports each day for 1992-current,
and about 8000 reports before 1992.
In this report, the CPC data is often used as a second reference dataset (beside SNOTEL)

to get a feeling for uncertainties in observed precipitation.

2.3 Calculating Station Values from Gridded Data
In many evaluations the observations from SNOTEL stations are taken as reference data
set to evaluate the skill of the simulations. However, the WRF output is given on a
latitude, longitude grid and so a direct comparison with station data is impossible. To
make the gridded simulations comparable with the observations at single points, two
methods are applied.
First, in case of the WRF-4km simulation the precipitation values of the closest four

grid-points at every station are arithmetically averaged. This approach assumes that
the four nearest grid-points at every station are equally contributing to the value at the
point of the observation.
Second, for the coarser simulations (WRF-12km and WRF-36km) this approach is not

valid any more, because the four nearest grid points can be up to 12 km/36 km apart
from the observation. If the grid spacing is so coarse a better approach to derive point
data is to weight the four closest grid points accordingly to their distance to the station.
This method is called inverse distance weighting. Mathematically it can be written as
follows:

u(x) =
N∑
i=1

wi(x)ui∑N
j=0wj(x)

(2.1)

where

wi(x) = 1
d(x, xi)p

(2.2)

In Equation 2.1 and Equation 2.2 the variables are:

u(x) inverse distance weighted value at point x
N number of grid-points for averaging (here 4)
wi(x) weights at location x
d distance from the location of the station x to the grid

points xi
p positive real number called the power parameter (in this

study p=2)

14



2.4 The Discrete Cosine Transformation

2.4 The Discrete Cosine Transformation
The scale separation of the different atmospheric fields and the orography was performed
with discrete cosine transformation (DCT). Denis et al. (2002) were the first who used
the 2D DCT for limited areas. Therefore, the two dimensional field has to be mirrored at
the position i = j = −1/2 to make it symmetric. Thereafter, the Fourier transformation
can be applied, centered on i = j = −1/2. This is a special case of a Fourier transfor-
mation which is called DCT because the sine components of the Fourier series are zero
for symmetric functions. Concerning a 2D field fij of Ni by Nj grid points, the direct
and inverse DCT are defined as:

F (m,n) = β(m)β(n)
i=Ni−1∑
i=0

j=Nj−1∑
j=0

f(i, j) cos
[
πm

(i+ 1/2)
Ni

]
cos

[
πn

(j + 1/2)
Nj

]
(2.3)

f(i, j) =
m=Ni−1∑
m=0

n=Nj−1∑
n=0

β(m)β(n)F (m,n) cos
[
πm

(i+ 1/2)
Ni

]
cos

[
πn

(j + 1/2)
Nj

]
(2.4)

β(m) =



√
1
Ni
, for m = 0 (2.5a)√

2
Ni
, for m = 1, 2, . . . , Ni − 1 (2.5b)

β(n) =



√
1
Nj

, for n = 0 (2.6a)√
2
Nj

, for n = 1, 2, . . . , Nj − 1 (2.6b)

Thereby, fij is the value of the field at grid point number (i, j), and Fmn is the real
spectral coefficient corresponding to the 2D-wave-number at (m,n). A more detailed
derivation of the DCT can be found in the appendix of (Denis et al. 2002) and an
application of this method on high resolved regional climate model (RCM) simulations
can be seen in Kapper (2009).
To generate variance spectra of a 2D field, the variances have to be connected to a

specific wavelength. To do so, the method of binning was suggested by Denis et al.
(2002). It is based on dividing the wave-number field into multiple quarters of ellipses.
The space between two ellipses can be connected to a specific wave-number for which
the variances are summed up. For a detailed description see Denis et al. (2002).
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2 Data and Methods

2.5 Fitting of Extreme-Value Distribution

In Chapter 5 the Generalized Pareto distribution (GPD) and the Weibull distribution
(WBL) are fitted to daily extreme precipitation events to calculate return values for
several mountain ranges in the Colorado headwaters. In the following two subsections the
concept of extreme value distributions and peak over threshold methods are explained.

2.5.1 Extreme-Value Distribution

Extreme values are defined statistically as values that are differing strikingly from the
statistical mean. Therefore extreme data are rare and either unusually large or small.
A common example for extreme values are a collection of annual maximums or block
maxima (the maximum value from a block of m elements). An extreme-value dataset is
derived for example by collecting the hottest day of each year out of a time series of 30
years.
In extreme-value statistics, it can be shown that the distribution of such an extreme-

value dataset will fit a known distribution increasingly close with increasing m, indepen-
dent of the distributions of the observation or simulation (e.g., (Leadbetter 1983), (Coles
2001)). This result is called the Extremal Types Theorem or Fisher-Tippett-Theorem
(Fisher and Tippett 1928) and is the equivalent in the extreme value theory to the Cen-
tral Limit Theorem which says that distributions of sums are converging to a Gaussian
distribution.
The distribution derived is called general extreme value (GEV) distribution which has

the following probability density function (PDF):

f(x) = 1
β

[
1 + κ(x− ζ)

β

]1−1/κ
exp

{
−
[
1 + κ(x− ζ)

β

](
− 1/κ)

}
, 1 + κ(x− ζ)/β > 0.

(2.7)

In Equation 2.7 ζ is a location parameter, β is a scale parameter, and κ is a shape
parameter. By integrating Equation 2.7 the cumulative density function (CDF) is derived:

F (x) = exp

{
−
[
1 + κ(x− ζ)

β

](
− 1/κ)

}
. (2.8)

By inverting Equation 2.8 a formulation for the quantile function can be formulated:

F−1(p) = ζ + β

κ

{
[−ln(p)]−κ − 1

}
. (2.9)
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2.5 Fitting of Extreme-Value Distribution

The parameters κ, β, and ζ can be estimated by using the method of maximum
likelihood (see e.g., Wilks (2005)) or the L-moments method (Hosking (1990), Stedinger
et al. (1993)) which is more often used for small data samples.
There are three special cases of the GEV distribution:

1. Gumbel, or Fisher-Tippett Type I distribution (derived when κ = 0),

2. Frechet, or Fisher-Tippett Type II distribution (for κ > 0),

3. Weibull, or Fisher-Tippett Type III distribution (for κ < 0),

which have different properties. More information about this types can be for example
found in Wilks (2005).
Often derived results of extreme value analysis are quantities of large cumulative

probabilities like the value of an event with an annual probability of 0.01. However, as
long as the number of years n is not very large it is not possible to directly estimate
those quantities. Instead a well fitted extreme-value distribution can provide values of
probabilities which are larger than 1− 1/n.
In this report the WBL distribution is fitted to observed and simulated daily precip-

itation values. The advantage of using the WBL distribution instead of the GPD which
is treated in the next subsection is that with the entire distribution of precipitation can
be fitted with the WBL distribution. In case of the GPD only extreme values above a
certain threshold are fitted.

2.5.2 Peaks over Threshold (POT) and Return Periods
Pickands (1975) showed that values of the tail of a distribution are following a GPD
asymptotically if the parent distribution belongs to one of the three above mentioned
extreme value distributions. The GPD is expressed as follows:

F (x) = 1−
(

1 + κ(x− ζ)
β

)− 1
κ

, (2.10)

and is defined as the GEV distribution by three parameters (location ζ, shape κ, and
scale β). After the parameters are fitted to the data, the derived probabilities can be
translated into return periods R(x):

R(x) = 1
ω [1− F (x)] , (2.11)

where ω is the average sampling frequency of the sample time frame (ω = 1/n). The
return period is the typical time span in which an event of the magnitude x is expected
to occur once. If for example, annual maximum data are considered ω = 1yr−1 for an

17



2 Data and Methods

event with the cumulative probability F (x) = 0.99 which has a probability of 1− F (x)
in any given year, the value of this event will be associated with a return period of 100
years and will be called the 100 year event.

2.6 Scale Dependent Evaluation of Extremes

To find out how precipitation extremes look like at different horizontal scales and how
the WRF simulations perform at those scales the following method is applied:

1. a squared search window is defined ranging in steps from zero to the twofold length
of the maximum size (lat or lon) of the domain. The length of one side of this
search window is denoted as horizontal scale.

2. the search window is centered above the location of each station and the daily time
series of all stations within the search window are averaged. This leads to one new
(spatially average) daily time series per station and can be thought of horizontal
smoothing of the data.

3. all extreme events (above the 0.975 percentile) are averaged for each station to
derive the value for an average extreme at this location and search window size.

4. the extreme values of all stations are averaged and their standard deviation is
calculated as an estimation of spatial variability of precipitation extremes at this
scale.

5. steps one to four is repeated for all considered spatial scales.

Within the above described method, the minimum search window size of zero shows
the average extreme event on a station basis while the maximum window size (twofold
maximum domain length) reveals the average precipitation extreme within the headwa-
ters region.

2.7 Scale Dependent Correlation and Standard Deviation

The below described method enables to evaluate the correlation coefficient and nor-
malized standard deviation between simulated values at the SNOTEL locations and the
SNOTEL observations for different horizontal scales:

1. a squared search window is defined ranging in steps from zero to the twofold length
of the maximum size (lat or lon) of the domain. The length of one side of this
search window is denoted as horizontal scale.

18



2.8 Correlogram and Semivariogram

2. the search window is centered above the location of each station and the average 18
most extreme precipitation events (according to the SNOTEL data) of all stations
within the search window are averaged. This leads to one new (spationally average)
mean extreme value per station and can be thought of horizontal smoothing of the
data.

3. this averaging is done for all datasets and the SNOTEL observations.

4. the correlation coefficient and normalized standard deviations of the new field is
calculated between the correspondent data set and the SNOTEL values.

5. repeat steps one to four for all considered spatial scales.

With this method large scales above ∼400 km should not be interpreted because the
values of all stations get very similar (or identical at the largest scale). This means,
the independent sample size for calculating the correlation coefficients and normalized
standard deviations gets too small to be meaningful.

2.8 Correlogram and Semivariogram
Correlograms and Semivariograms are often used in Geostatistic. The basic idea of
evaluating metrological fields with the variogram method is related to publications of
Gebremichael and Krajewski (2004), Germann and Joss (2001), Harris et al. (2001), and
Zepeda-Arce et al. (2000). The method itself was proposed by Marzban and Sandgathe
(2009) and compares two fields in terms of their covariance structures. Thereby, the
fields can be compared in two different ways, where one accounts for displacements and
intensity errors, while the other is only sensitive to intensity errors. The analogy, which
is insensitive to intensity and only accounts for displacements can be also calculated and
is called correlogram.
The principal idea behind correlograms and semivariograms is to derive space depene-

den values for the correlation and variance. The method works as follows:

1. chose a separation distance, usually referred as “lag” (h) which is the distance
between two measurements. Because of the irregular distribution of observations
a “lag tolerance” is needed (half of the distance between two lags to sample the
entire space).

2. for each station, search for those surrounding stations which are within the search
distance (lag ±lag tolerance).

3. store the data-pairs (value at each station (z(u)) with values within the search
distance of the correspondent stations –> laged values (z(u+ h))).
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2 Data and Methods

4. calculate the correlation (ρ(h)) and the semivariance (γ(h)) between the values of
the stations and the laged values with the following formulas for the correlation:

ρ(h) = C(h)
√
σ0 ·σ+h

(2.12)

σ0 = 1
N(h)

N(h)∑
α=1

z(uα) (2.13)

σ+h = 1
N(h)

N(h)∑
α=1

z(uα + h) (2.14)

and for the semivariance:

γ(h) = 1
2N(h)

N(h)∑
α=1

[z(uα + h)− z(uα)]2 (2.15)

where the symbols are:

u vector of spatial coordinates (with components for lati-
tude and longitude)

z(u) variable under consideration as a function of spatial lo-
cation (e.g., precipitation at stations)

h lag vector representing separation between two spatial
locations

z(u+ h) lagged version of variable under consideration
N(h) number of pairs separated by lag h ±lag tolerance
σ0 standard deviation of the z(u) variables
σ+h standard deviation of the z(u+ h) variables
ρ(h) correlation coefficient for lag h
γ(h) semivariance for lag h

5. the steps 1 to 4 are repeated for different lags until the entire area of interest is
sampled.
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3 Climatological Evaluation

In this chapter the climatological performance of the three WRF simulations is analyzed.
First, in Section 3.1 the orography and several atmospheric fields in the Colorado

Headwater region are analyzed with a DCT. Than the 8 year simulated period is compared
with a 30 year climatology in Section 3.2 to find out how representative the simulated
8 years are in a climatological sense. In addition the importance of extreme events for
the hydrology inn the headwaters region is treated in Section 3.3. Section 3.4 deals
with simple bias maps for the entire eight year period and the splitting into seasons
and reveals insights in the accuracy of precipitation sums in different areas of the study
region.
In Section 3.5 the temporal performance of theWRF simulations is evaluated by looking

at differences in the daily precipitation accumulation in each season compared to SNOTEL
data.
The diurnal variations of the bias and the spatial correlation coefficients are analyzed

in Section 3.6. If there is an elevation dependence of the bias is investigated in Section 3.7.

3.1 Scale Separation of the Orography and Atmospheric Fields
In Figure 3.2 the average absolute gradient in the orography field within the Headwaters
domain is shown as a function of horizontal grid spacing. The used orography field has
an original grid spacing of 1.2 km and is successively regridded to coarser grids.
The highest decrease of the average gradient of orography can be found at the left

side of the plot. By using a 12 km grid instead of the original 1.2 km grid the average
absolute gradient decreases by more than 50 %.
There is still a lot of fine scale orographic structure visible in sup-panel a) (cross

section with 4.4 km grid spacing). This fine scale structures disappear by increasing the
grid spacing to 12 km (panel b). On the 12 km grid single mountain ranges have still
multiple peaks. This feature disappears by decreasing the grid spacing to 36 km (panel
c). On a 100 km grid (panel d) there are no separated mountain ranges any more and
the orography of the cross section appears as a single flat mountain.
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Figure 3.1: In the large panel the average absolute orography gradient in the Headwaters region
is shown as a function of horizontal grid spacing. The small sub-panels show the orography along
a cross section (shown in the contour plot) for 4 km (panel a), 12 km (panel b), 36 km (panel
c), and 100 km (panel d).
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3.1 Scale Separation of the Orography and Atmospheric Fields

The accumulated variance spectra of different wavelengths of the orography in the
Colorado headwaters is shown in Figure 3.2 for the three simulated grid spacings.
The WRF-4km orography has higher variability for small wave lengths compared to

the coarser simulations. The effective resolution of the orography in the WRF-12km
simulation can be estimated from the point where the 4 km and 12 km lines start to
diverge. This is approximately at 70 km which is 6 times the grid spacing of the 12 km
run. This ratio is also similar for the WRF-36km orography.

Terrain Annual, entire Domain

10 100
Average Wavelentgh [km]

100

102

104

106

S
um

 o
f m

ea
n 

V
ar

ia
nc

es
 [[

km
]²

]

WRF−4km
WRF−12km
WRF−36km

Figure 3.2: DCT of the orography in the Colorado headwaters region in the three different grids
spacings: 4 km (red dotted), 12 km (yellow dashed), and 36 km (blue dotted-dashed).

In Figure 3.3 the DCT is applied to the annually and seasonally average precipitation
fields. The spectra look very similar to those of orography (Figure 3.2) which shows the
strong influence of the mountains on spatial precipitation patterns. The peak at ∼40 km
wavelength is clearly visible in the WRF-4km and also in the WRF-12km simulation. The
largest differences to the orography spectra can be found for June, July, and August
(JJA) (panel d).
The effective resolution of the WRF-12km simulation varies between 4 (in March,

April, and May (MAM)) to 8 (in September, October, and November (SON)) times the
grid spacing. A similar ratio is found for the WRF-36km run.
The simulated spectra differ most in JJA where the WRF-12km and the WRF-36km

have much higher variability at large scales compared to the WRF-4km simulation.
Also the 2 m temperature fields in Figure 3.4 are strongly correlated with the orog-

raphy. This is expected because of the height dependency of temperature. The peak at
∼40 km is clearly visible in WRF-4km and WRF-12km run in all seasons.
The spectra look relatively similar in all seasons with slightly higher values in JJA

(panel d) and lower values in December, January, and February (DJF).
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3 Climatological Evaluation
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Figure 3.3: As in Figure 3.2 but for precipitation annually and in different seasons.

The effective resolution in the WRF-12km run is approximately 6 times the grid spac-
ing. A similar ratio is found for the WRF-36km simulation.
For snow water equivalent the spectra from the DCT are displayed in Figure 3.5. Due

to the height dependency of the parameter the spectra are strongly correlated with the
spectra of orography. Several peaks in the orography spectra are even amplified in the
spectra of snow water equivalent.
Clearly visible are higher variances at small wavelengths with increasing grid spacings.

This is especially drastic in JJA (panel d) because there is much less snow in the WRF-
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3.1 Scale Separation of the Orography and Atmospheric Fields

a) Annual2 m Temperature Annual, entire Domain
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Figure 3.4: As in Figure 3.2 but for temperature two meters above ground annually and in
different seasons.

12km and WRF-36km simulations due to the coarse orography (lower mountain height).
In Figure 3.6 the spectral decomposition of west wind 10 m above surface is shown.

As for the previous parameters the spectra are strongly correlated wit the spectra of the
underlying orography.
The spectra look very similar in different seasons. In JJA (panel d) the variance sums

are lowest because of the generally lower wind speed in this season.
The effective resolution of the WRF-12km simulation is approximately 4 times the grid
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3 Climatological Evaluation

a) AnnualSnow Water Equivalent Annual, entire Domain
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b) DJF c) MAMSnow Water Equivalent DJF, entire Domain
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Figure 3.5: As in Figure 3.2 but for snow water equivalent annually and in different seasons.

spacing. For the WRF-36km run this factor is ∼3.
The spectra of the northward wind component are not shown because they look similar

to the spectra of the westerlies.
The spectra of water vapor mixing ratio 2 m above ground is displayed in Figure 3.7.

The spectra show only large scale variabilities above 30 km to 50 km. The correlation
with the orography is relatively weak and strongest in DJF (panel b).
The effective resolution of the WRF-12km simulation varies with season but is ∼8

times the grid spacing. For the WRF-36km run this ratio is with ∼5 lower.
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3.1 Scale Separation of the Orography and Atmospheric Fields

a) Annual10 m Westerly Annual, entire Domain
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b) DJF c) MAM10 m Westerly DJF, entire Domain
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Figure 3.6: As in Figure 3.2 but for west wind 10 m above surface annually and in different
seasons.
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3 Climatological Evaluation

a) AnnualWater Vapor Mixing Ratio Annual, entire Domain
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b) DJF c) MAMWater Vapor Mixing Ratio DJF, entire Domain
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Figure 3.7: As in Figure 3.2 but for water vapor mixing ratio 2 m above ground annually and
in different seasons.
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3.2 Weather in the Simulated Period

3.2 Weather in the Simulated Period
To investigate how representative the simulates 8 year period is compared to a 30 year
climatology, Figure 3.8 shows the average daily precipitation values for 39 SNOTEL sta-
tions within the headwaters region from October 1st 1980 to September 30th 2009. The
39 stations were chosen because they have a complete daily time-series within these
period. The location of the stations can be seen in the right panel of Figure 2.2.
The left panel in Figure 3.8 shows that there is no visible trend in the total precipi-

tation and the extremes during the considered period. The mean precipitation between
October 1st 1980 to September 30th 2009 is 2.3 mm/d and therefore very similar to the
average precipitation between 2001 to 2008 (2.2 mm/d). Also the day to day variabil-
ity is very similar (30 year standard deviation: 2.9 mm/d, 8 year standard deviation:
2.8 mm/d). In average there were 18.7 precipitation events per year which were above
the 0.95 percentile in the 30 year period while there were 17.9 in the 8 year period.
The box-whisker plot in the right panel shows that there was slightly more precipita-

tion during DJF in the 8 year period and slightly less in MAM. This difference is more
amplified if only the extreme events are considered. JJA and SON is more similar between
the two periods.
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Figure 3.8: Average daily precipitation values from 39 SNOTEL observations from October 1st
1980 to September 30th 2009. Each circle in the left panel corresponds to a daily precipitation
value. The red circles are values above the 0.95 percentile and depict extremes. The white and
black dashed lines show the annual moving averages of the entire data and the extreme events.
The two solid vertical lines frame the simulated 8 year period. In the right panel box whisker
plots depict the quantiles and extremes of the entire 30 year period and the 8 year simulation
period annually and in different seasons. Black boxes and whiskers correspond to the entire data
while red boxes and whiskers depict the extremes.
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3 Climatological Evaluation

3.3 On the Importance of Extreme Precipitation
Annually, 36 % of the precipitation within the Colorado headwaters region felt within
10 % of the days (large panel in Figure 3.9) in the 8 year simulation period. This
demonstrates the importance of extreme events for the water balance in this region.
The importance of extremes is especially high in SON (small bottom right panel),

where 45 % of the precipitation felt within 10 % of the days. The ratio in the other
seasons is similar to the annual ratio.
The WRF simulation are overestimating the importance of extreme events. Compared

to SNOTEL they have too many light precipitation events (between 0.1 mm/d and 1 mm/d
in the headwaters average), underestimate the medium events (between 1 mm/d and
5 mm/d) and again overestimate the extreme events (above 5 mm/d). If only the mean
precipitation is regarded those errors are canceling out and the average difference is
nearly zero (e.g., see Figure 3.10).
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Figure 3.9: Large plots: cumulative density function of precipitation at SNOTEL locations for
different seasons. Small plot: empirical density functions (left y-axis) and q-q plots (right y-axis)
for precipitation at the SNOTEL locations.
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3 Climatological Evaluation

3.4 Bias Maps
3.4.1 Annual
Figure 3.10 shows the precipitation fields of the WRF simulations and and the differences
to the PRISM reference data for the average eight year period.
The WRF-4km simulation (panel b) looks very similar to the PRISM reference data

(panel a) which is also visible in the difference field (panel B). The mean bias is 0.1 mm/d
and the standard deviation in the difference field is 0.2 mm/d.
The WRF-12km simulation shows a clear underestimation of precipitation along the

mountain ridges and an overestimation westward (downstream) of them. In average
positive and negative differences are canceling out and the remaining average difference
is 0.3 mm/d.
TheWRF-36km run shows a better performance than theWRF-12km simulation. There

is nearly no underestimation of precipitation along the mountain ridges but a small
overestimation in the valleys. The average difference to the PRISM data-set is 0.4 mm/d
with an standard deviation of 0.4 mm/d.
In Figure 3.12 the annual mean precipitation in the PRISM data-set and in the WRF

simulations are compared to SNOTEL measurements.
The WRF-4km simulation (panel c and C) has an impressing good agreement with the

observations and has comparable small average differences than the PRISM data-set.
As already seen in Figure 3.10 the WRF-12km run underestimates the precipitation

along mountain ridges. Only in the Front Range and at lower elevated stations there is
partly an overestimation visible.
The WRF-36km simulation shows an slight overestimation of precipitation especially

in the south east part of the domain.
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Figure 3.10: In panel a the 8 year temporal mean precipitation field of the PRISM data-set is
displayed. Panel b and c show average precipitation for the WRF 4km and WRF 12km simulation
while panel B and C are displaying their differences WRF minus PRISM data. The mean and the
standard deviation of the correspondent field is written below each panel.
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Figure 3.11: Similar as in Figure 3.10 but with SNOTEL as reference data-set.
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3.4 Bias Maps

3.4.2 DJF

The representation of precipitation in DJF is shown in Figure 3.12. Again, as annually,
the WRF-4km simulation shows nearly no differences to the PRISM data-set (panel B).
In DJF.
The pattern of overestimating precipitation in the west of mountain ridges and un-

derestimating it on the ridges is strongly pronounced in the DJF WRF-12km simulation
(panel c and C).
A similar dry area along mountain ridges is visible in the WRF-36km run (panel (d

and D). However, there is less overestimation of precipitation in the valleys than in the
WRF-12km simulation.
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Figure 3.12: As in Figure 3.10 but for DJF.
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3 Climatological Evaluation

The comparison with SNOTEL stations in Figure 3.13 shows a nearly biasfree WRF-4km
run (panel b and B) which performs as good as the PRISM reference data-set.
The WRF-12km and WRF-36km simulations (panel d, D, e and E) show a relatively

similar precipitation pattern with the already known underestimation of precipitation
along mountain ridges. The WRF-36km has a slightly better performance in terms of
standard deviation of the difference field.
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3.4 Bias Maps
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Figure 3.13: As in Figure 3.11 but for DJF.
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3 Climatological Evaluation

3.4.3 JJA

In JJA there is an east-west gradient in precipitation with heavy precipitation through
deep convection on the plains and less precipitation in the mountains and the great
basin. The WRF-4km simulation (panel B) has again a remarkable good agreement with
the PRISM data-set over large areas of the domain.
The WRF-12km simulation (panel C) overestimates the precipitation along the moun-

tain ridges. A similar pattern is visible for the WRF-36km run with less details in the
difference field compared to the WRF-12km simulation.
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Figure 3.14: Same as in Figure 3.10 but for JJA.

The WRF-4km simulation (panel c and C in Figure 3.15) has a slight wet bias in JJA
especailly in the southern part of the domain.
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3.4 Bias Maps

The WRF-12km simulation (panel d and D) overestimates precipitation especially in
the Front Range while results in the San Juan Mountains and the Sangre de Cristo
Range are better.
In the WRF-36km (panel e and E), precipitation is overestimated in the entire domain.

The lowest overestimation can be found in the north west (Park Range, Medicine Bow
Range, and Sawatch Range).
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Figure 3.15: As in Figure 3.11 but for JJA.
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3.5 Daily Precipitation Accumulations

3.5 Daily Precipitation Accumulations
Figure 3.16 displays the daily precipitation accumulations within each season of the eight
year simulation period. The WRF 4km simulation (red line) shows a remarkable good
agreement with the SNOTEL observations (black line) in every season.
In JJA the WRF 12km (yellow line) and WRF 36km (blue line) are overestimating pre-

cipitation in all eight simulated summer seasons. The overestimation in the WRF 12km
simulation is smaller compared to the WRF 36km run. The WRF 4km simulation shows
the best agreement with the observations.
In DJF and MAM precipitation amounts are typically underestimated in the WRF 12km

and WRF 36km simulations. Those two simulations show very similar results during DJF
and MAM. The WRF 4km simulations has only small deviations from the observations.
Differences between the simulations are smallest in SON and the precipitation sums

agree fairly well with the observations.
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Figure 3.16: Seasonal daily precipitation accumulations over the average SNOTEL locations in
the Headwaters region. Different seasons are displayed in different panels. The black line shows
the results for the SNOTEL data-set. The red line corresponds to WRF 4km, the yellow line to
WRF 12km, the blue line to the WRF 36km, the black dotted line to the CPC, and the blak dots
to the PRISM data.
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3.6 Monthly Biases and Spatial Correlations

3.6 Monthly Biases and Spatial Correlations
The monthly average spatial bias and error range of the WRF 4km and WRF 12km
simulation are shown in panel a and b in Figure 3.17. Here, the evaluation is done with
the PRISM data-set in the headwaters. In the WRF 4km simulation no seasonal or inter-
annual variability is visible in the bias or the error range. However, in the WRF 12km
and WRF 36km simulation there is more precipitation and increased error ranges during
the warm months of the year.
The monthly averaged spatial correlation coefficient is displayed in panel d of Fig-

ure 3.17. The WRF 4km simulation (red dotted line) has higher correlation coefficients
in almost every month compared to the WRF 12km simulation. Smaller correlation co-
efficients are typically observed in JJAs because of the convective (non deterministic)
behavior of precipitation in summertime compared to the dominant large scale, frontal
precipitation in DJFs.
Second best correlation coefficients can be found for the WRF-36km simulation and

third best for the WRF 12km run.
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Figure 3.17: In the upper panel the relative precipitation errors between the monthly mean
fields of WRF 4km (panel a), WRF 12km (panel b), and WRF 36km (panel c) minus PRISM is
displayed. The black lines show the median bias, the dark contours the 40 % - 60 % quantile,
the medium the 30 % - 70 % quantile and the light contour the 20 % - 80 % quantile of the
difference. In panel d the spatial correlation coefficients of the monthly averaged precipitation
fields (WRF compared to PRISM) are shown.
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3.7 Vertical Bias Structure

3.7 Vertical Bias Structure
The difference between theWRF-4km ( Figure 3.18 panel a), WRF-12km ( Figure 3.18panel
b), and WRF36km ( Figure 3.18panel c) simulation minus PRISM precipitation is shown in
dependence of the elevation. Annually (top panel) there is nearly no height dependency
visible in the bias of the WRF-4km simulation. The WRF-12km simulation underesti-
mates precipitation below 3000 m while the WRF-36km has a constant overestimation
across all height levels.
For DJF (middle left panel) the WRF-12km and the WRF-36km run show a similar

characteristic with an overestimation of precipitation below approximately 2500 m and
an underestimation above. The WRF-4km has much smaller differences and smaller error
ranges than the coarser simulations.
In JJA (left middle panels) there is a slight underestimation of precipitation below

2600 m and an slight overestimation above that elevation in the 4 km simulation. In
the 12 km run there is a general overestimation of precipitation especially at elevations
below 2000 m. The WRF-36km run shows an increasing overestimation of precipitation
with elevation.
In the shoulder seasons (MAM and SON. right two panels) WRF-4km has again the

best performance and the smallest error ranges compared to the coarser simulations.
The WRF-12km and the WRF-36km run are similar and underestimate precipitation
below dim3000 m.
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Figure 3.18: Vertical bias structures of the WRF- 4km (panels a), WRF- 12km (panels b), and
WRF-36km (panels c) simulations compared to PRISM precipitation within the Headwaters region.
The black lines shows the median bias, the dark contour the 40 % - 60 % quantile, the medium
the 30 % - 70 % quantile and the light contour the 20 % - 80 % quantile of the difference.
Different panels show different seasons according to their title. The height levels, on which the
biases are calculated, are chosen to contain an equal amount of data-points.
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3.8 Scaling of Extremes

3.8 Scaling of Extremes
In this sub-chapter extreme precipitation events are investigated concerning their spatial
extension. The evaluation is based on a rather simple method which is described in
Section 2.6.
Panel a in Figure 3.19 depicts precipitation extremes of SNOTEL in different seasons.

The season with the highest extremes in all scales is DJF followed by SON, MAM, and
JJA.
The difference between the extremes on small scales and the domain wide extremes is

smallest in DJF indicating that extremes in winter are large scale and not localized. In
JJA the difference is largest with more than 10 mm/d. This is related to small scale and
rather localized events (convective cells).
Compared to the SNOTEL observations the WRF-4km simulation (red line) tend to

overestimate the extreme precipitation events in all seasons and on all horizontal scales.
The overestimation is largest in DJF (panel c) and smallest in JJA (panel e). However,
measurement errors are also largest in DJF because instruments tend to underestimate
precipitation due to blowing snow which is especially intense during extreme events. The
4 km simulation has a very good performance during JJA where it captures the shape of
the observed curve very well above all scales.
The WRF-12km (yellow line) shows a general underestimation of extreme precipitation

at small scales and a fairly good agreement at large scales.
The WRF-36km (blue line) has a similar performance for large scales than the WRF-

12km run (except for JJA). For small scales it has higher values and therefore improve
the representation of extremes compared to the WRF-12km run.
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Figure 3.19: Panel a shows the extreme precipitation events of SNOTEL for different horizontal
scales annually and in different seasons. The comparison between SNOTEL, WRF 4 km, WRF
12 km, WRF 36 km, and NARR is shown annually (panel b) and in DJF,MAM, JJA, and SON
(panel c, d, e and f). The gray error bars show the one-fold spatial standard deviation of
SNOTEL.
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3.9 Selection of Extreme Events

3.9 Selection of Extreme Events
The evaluations of extreme precipitation events in Chapter 4 focus on JJA and DJF
because of the clear distinguishable predominant processes which lead to extremes in
those seasons (in JJA convection and in DJF fronts). The selection is based on the
domain average of the 99 SNOTEL stations within the Colorado headwaters region. All
daily precipitation values above the 0.95 percentile (18 events per season) are selected
and listed in Table 3.1.

Table 3.1: Dates and intensities of the twenty strongest precipitation events according
to SNOTEL on domain average and grid point basis.

Extremes on average Headwaters region Extremes on grid point basis
DJF JJA DJF JJA

Date Intensity
[mm/d]

Date Intensity
[mm/d]

Date Intensity
[mm/d]

Date Intensity
[mm/d]

2007.12.08 29.0 2006.07.09 13.9 2007.12.08 114.3 2007.07.20 73.7
2007.12.02 27.8 2005.06.05 10.7 2007.12.08 106.7 2004.07.17 71.1
2005.01.12 20.4 2008.08.17 9.3 2007.12.08 104.1 2004.07.20 71.1
2008.01.06 19.5 2006.07.10 9.1 2005.01.12 96.5 2008.08.06 68.6
2004.01.03 18.2 2007.07.28 8.3 2008.01.06 94.0 2008.08.23 61.0
2007.12.01 18.1 2004.07.17 8.2 2007.12.02 94.0 2006.07.28 61.0
2004.12.30 18.0 2005.08.05 8.0 2007.12.02 91.4 2004.07.17 58.4
2005.01.11 16.8 2006.08.27 8.0 2005.01.05 91.4 2003.08.16 55.9
2008.12.26 16.4 2008.06.06 7.9 2005.01.12 88.9 2004.07.20 55.9
2008.01.07 15.5 2007.08.03 7.4 2008.01.06 88.9 2006.08.13 50.8
2005.01.09 15.3 2004.08.19 7.2 2007.12.08 86.4 2006.07.09 50.8
2008.12.23 15.3 2007.08.06 7.2 2007.12.08 86.4 2006.07.09 48.3
2008.01.29 15.3 2005.06.03 7.1 2007.12.02 83.8 2005.06.05 48.3
2008.12.19 14.3 2007.07.20 6.4 2008.12.26 81.3 2005.06.05 48.3
2005.12.03 14.0 2004.07.24 6.3 2005.01.12 81.3 2004.07.21 48.3
2008.02.04 13.6 2006.07.08 5.9 2007.12.08 81.3 2004.07.17 48.3
2005.01.05 13.3 2007.08.08 5.9 2007.12.02 81.3 2006.08.01 48.3
2005.01.10 12.8 2006.08.01 5.8 2007.12.01 78.7 2007.07.31 45.7
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4 Ensemble Evaluation of Extreme Events

In this section an ensemble of the most extreme precipitation events (listed in Table 3.1)
is analyzed for June, July, and August (JJA) and December, January, and February
(DJF). The separation between JJA and DJF was done because in those two seasons
different processes are responsible for extreme rainfall. In JJA convective precipitation
is dominant while in DJF frontal precipitation are prevalent.

4.1 Winter Extremes

4.1.1 Mean Synoptic Situation

In Figure 4.1 the mean synoptic situation of the average 18 most extreme precipitation
events in DJF is depicted. There is typically a low pressure system over the north west
of the United States which brings warm and moist air from the Pacific to the Rocky
Mountains in Colorado. There is a quiet strong south westerly flow over Colorado. In
all 18 regarded DJF extreme events this synoptic situation is rather similar.

4.1.2 Spatial Precipitation Structure, Biases, and Error Ranges of the Mean
Extreme Event

In Figure 4.2 the precipitation field of the average DJF extreme event is displayed.
Due to the predominant south westerly flow, which carries warm and moist air from

the Pacific, the highest precipitation values are observed in the south west of the domain
(see panel a in Figure 4.2). Downstream, the air gets drier and precipitation values get
generally lower. In the spatial distribution of precipitation a clear orographically induced
pattern gets visible. More precipitation is observed along mountain ridges and less in
the valleys. This is because of the uplifting of air masses over mountain slopes.
The gridded reference dataset of the Climate Prediction Center (CPC) (panel b) under-

estimates the average precipitation extreme in DJF but captures the spatial distribution
quiet well. The same is true for the North American Regional Reanalysis (NARR) driving
data but here the underestimation is even larger.
The Weather Research and Forecasting Model (WRF)-4km simulation (panel d) over-

estimates the total amount of precipitation at the snow telemetry (SNOTEL) locations
but is able to reproduce the spatial structure of precipitation. It is the only simulation
which is able to capture the high spatial variability of the observation field.
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Figure 4.1: Shown is the average synoptic situation (data from the NARR dataset) of the 18
most severe DJF precipitation events. The left panel displays the Geopotential height in 500 hPa
(filled contour) and the pressure at sea level in hPa (white contour). In the middle the pressure
at sea level (white contours), the location of high (H) and low (L) pressure systems, and the
potential air temperature at sea level (filled contour) are shown. The right panel depicts the
wind speed and wind direction (arrows), and the convective available potential energy at surface
(filled contours).

Compared to the WRF-4km run, the WRF-12km simulation (panel e) has a similar
spatial extreme precipitation patter. There is a little less precipitation at the SNOTEL
stations and less spatial variability than in the higher resolution.
The 36 km (panel f) simulations has a accurate representation of total precipitation

but underestimate the spatial variability. Furthermore, the spatial structure looks more
unrealistic in the 36 km simulation because of its coarse representation of the orography.
Differences between the WRF simulations minus the SNOTEL observations are displayed

in Figure 4.3.
The WRF-4km simulation (panel a) shows an overestimation of extreme precipitation

in the northern and western par-d of the domain. The highest overestimation is around
2800 m above sea level.
The WRF-12km simulation (panel b) has a slightly smaller precipitation bias than the

WRF-4km simulation. The error pattern looks similar to the those of the 4 km simulation
and also the root-mean-square error (RMSE) is approximately the same.
In the WRF-36km simulation (panel c) there is a tendency of overestimating pre-

cipitation in the valleys and underestimating precipitation in higher elevations. This
simulation has the highest RMSE but the smallest bias because areas with positive and
negative differences are canceling out.
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Figure 4.2: Accumulated precipitation for the average DJF extreme event from left to right for
sub panel a) SNOTEL, b CPC, c) NARR, d) WRF 4km, e) WRF 12km, and f) WRF 36km. Below
each map the mean accumulated precipitation and the spatial standard deviation at the SNOTEL
locations (circles) is shown.
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Figure 4.3: The map in the center of each sub-panel shows the differences between the corre-
spondent WRF simulation and the observed precipitation data at the locations of the SNOTEL
stations. The blue solid lines in the other sub panels shows the mean differences along the lat-
itude (left beside maps), the longitude (above maps), and the altitude direction (right beside
maps). The thick blue lines are the mean biases of the average extreme event along the latitude,
longitude of elevation. The thin blue dashed lines correspond to the standard deviation of the
bias and the grey solid lines show the biases of the individual extreme events.
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Statistical properties of the average DJF extreme event are displayed in Figure 4.4.
The box length ((25 % to 75 % distance) is smallest in the WRF 4km simulation, closely

followed by WRF 12km run. In case of the whisker difference (5 % to 95 % distance)
also the WRF-4km simulation performs best and is even better than the CPC data-set.
Concerning the spatial error spread the WRF 4km and WRF 12km are comparable to CPC
and improve the representation of their boundary data (NARR) largely. In the terms of
error spread, the WRF 36km simulation has a similar performance than the NARR driving
data.
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Figure 4.4: Box Whisker plots of the spatial errors of CPC, NARR, WRF 4km, WRF 12km, and
WRF 36km for the mean DJF extreme event compared to the SNOTEL data set. The first number
below the plot shows the median bias and the two numbers below depict the length of the box
(25 % to 75 %) and the distance of the whiskers (5 % to 95 %, number in brackets).
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4.1 Winter Extremes

4.1.3 Spatial Scaling of Correlation and Standard Deviation
The calculation of scale dependent correlation coefficients and normalized standard de-
viations is done as described in Section 2.7.
In Figure 4.5 the scale dependent correlation coefficients and normalized standard

deviations are displayed for CPC, NARR, and the WRF simulations.
The WRF-4km simulation (red dotted line) has the highest correlation coefficients of all

data-sets at small scales. Second best is the WRF-12km simulation (yellow dashed line)
and relatively low correlation coefficients are found for WRF 36 km (blue dashed line).
The correlation coefficients of the WRF-12km and NARR data-sets (green dashed-dotted
line) get comparable high values to the WRF-4km simulation at scales above 100 km.
Regarding the normalized standard deviations, the WRF-4km simulation has again

the best quality of all simulations for small scales closely followed by the WRF-12km
run. Third best results are obtained by the WRF 36 km simulation. Above 50 km all
simulations have a similar performance.
All simulations are able to improve the performance of the NARR driving data and are

also better as the CPC reference data-set.
Because errors can cancel out when averaging the 18 most extreme precipitation events

in DJF the evaluation in Figure 4.6 shows the same evaluation as above but for each of
the 18 extreme events.
The CPC data-set (panel a) has the highest median correlation coefficients across

all horizontal scales if the 18 extreme events are evaluated separately. The WRF-4km
simulation (panel c) is second best followed by the 12 km simulation (panel d). The
WRF-36km (panel e) simulation has similar correlation coefficients as its driving data
(the NARR data-set, panel b).
Concerning the normalized standard deviations, the WRF-4km and the WRF-12km

simulation (panel C and D) have the overall best performance and are close to zero
across all scales. Also the WRF-36km simulation (panel E) is able to capture the spatial
variability of SNOTEL nicely. All simulations are able to improve the normalized standard
deviation of their driving data (panel E) remarkably.
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Figure 4.5: In the upper panel the correlation coefficients between the SNOTEL stations and the
mean extreme precipitation data of the CPC, NARR, WRF 4km, WRF 12km, and WRF 36km data
sets are shown dependent on the horizontal scale on which the data are averaged. The lower
panel shows the same for the standard deviation normalized by the standard deviation of the
SNOTEL data set. Horizontal scales are shown on a logarithmical x-axis.
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Figure 4.6: Shown are the median (black line), the 40 % to 60 % quantile (dark contour), the
30 % to 70 % quantile (medium contour), and the 20 % to 80 % quantile (light contour) of the
extreme precipitation ensemble for the correlation coefficients (left panels) and the normalized
standard deviation (right panels) compared to the SNOTEL data. Sub-panel a and A shows the
results for CPC, b and B NARR, c and C WRF 4km, d and D WRF 12km, and e and E those of the
WRF 36km data dependent on the horizontal scale on which the data are averaged. The lowest
panels f and F show the medians of all data-sets in a single plot for an easier comparison of the
results.
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4 Ensemble Evaluation of Extreme Events

4.1.4 Similarity and Spatial Dependence of Extremes
The upper panel of Figure 4.7 displays the correlograms of the different data-sets. The
closer the lines of the simulations are to the SNOTEL observations (black line) the better.
For lags below 60 km the WRF-4km simulation has the most accurate correlation

values. The other simulations have a too high spatial dependency at these small scales.
At about 70 km lag all data-sets are relatively close to the SNOTEL observations. No
correlation exits between points which are further than 200 km apart.
The semivariogram is shown in the lower panel of Figure 4.7 and depicts the dissimi-

larity between two points. Also here the WRF-4km simulation is closest to the observed
values in SNOTEL. A similar good performance can be found for the WRF-12km simula-
tion at scales later than ∼70 km. The WRF-36km run has generally to low semivariance
values. The simulations are able to improve the performance of their boundary data
essentially in all scales and also outperform the CPC reference data-set.
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Figure 4.7: In the upper panel the correlogram of the average DJF extreme precipitation field
is displayed for all data sets. The lower panel shows the semivariogram of the same data. The
lag on the x-axis is displayed on a logarithmic scale.
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4.2 Summer Extremes

4.2 Summer Extremes
4.2.1 Mean Synoptic Situation
In Figure 4.8 the mean synoptic situation of the JJA extreme averaged 18 most extreme
precipitation events is depicted. The typical ingredients of a summertime extreme are
weak pressure gradients over the entire continental USA, and very low geostrophical
winds over Colorado. In addition there is some convective available potential energy at
the surface which is crucial for the development of thunderstorms.
This situation is rather similar in all of the 18 JJA extreme events. Therefore, the

typical summertime extreme is not triggered by large scale but by small scale processed
within the simulated domain.
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Figure 4.8: As in Figure 4.1 but for JJA.

4.2.2 Spatial Precipitation Structure, Biases, and Error Ranges of the Mean
Extreme Event

Figure 4.9 displays the average extreme event in JJA for the different data-sets. Com-
pared to DJF the domain wide precipitation is much smaller (see panel a, SNOTEL).
The WRF-4km simulation (panel a) is able to capture the domain wide precipitation

and the spatial structure of the average JJA extreme. Also the spatial standard deviation
is well represented.
The coarser gridded simulations overestimate the amount of precipitation by ∼50 %.

However, the spatial standard deviation is correctly represented.
The differences between the WRF simulations minus the SNOTEL data for the mean

JJA extreme event are shown in Figure 4.10.
The WRF-4km run (panel a) shows a nearly perfect agreement with the observations

and has a very small bias and RMSE.
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The WRF-12km simulation (panel b) shows an overestimation of precipitation in large
parts of the domain and across all height levels.
A similar result is visible in the WRF-36km simulation (panel c). The average bias

and the RMSE are very closely to those in the 12 km run.
The box whisker plot in Figure 4.11 shows the spatial differences of the average JJA

extreme event.
The WRF-4km simulation has a narrow box length (25 % to 75 % quantile) and a

small whisker distance (5 % to 95 % quantile) which is comparable with those of the
CPC reference data set.
The box and whisker distances in the WRF-12km simulation are ∼30 % higher than

those of the WRF-4km simulation.
The WRF-36km simulation shows a better performance concerning the box distance

(not the whisker distances) compared to the WRF-12km simulation.
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Figure 4.9: Same as in Figure 4.2 but for JJA.
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Figure 4.10: As in Figure 4.3 but for JJA.
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Figure 4.11: As in Figure 4.4 but for JJA.
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4.2.3 Spatial Scaling of Correlation and Standard Deviation
Figure 4.12 displays the spatial correlation coefficients (upper panel) and normalized
standard deviations (lower panel) for different horizontal scales in JJA (for a description
of the applied method see section Subsection 4.1.3).
Compared to DJF (see Figure 4.5), the correlation coefficients are much smaller in

JJA especially for small horizontal scales. This is because of the predominant convective
precipitation in summer which is much less deterministic and therefore harder to simulate
compared to the large scale frontal precipitation in winter.
For horizontal scales below 20 km the WRF-4km simulation has the highest correla-

tion coefficients off all simulations. For scales above 50 km the WRF-36km simulations
performs better. The WRF-12km run has generally the lowest correlation coefficients of
all simulations.
In case of normalized standard deviations, the WRF-4km simulation is able to repro-

duce the spatial variability of the SNOTEL observations extremely well in particular for
scales bellow 100 km. A similar good performance can be found in the WRF-12km run.
Also the WRF-36km simulation has a accurate but slightly to high spatial variability
across all horizontal scales.

63



4 Ensemble Evaluation of Extreme Events

  
0.5

0.6

0.7

0.8

0.9

1.0

C
or

re
la

tio
n

10 100
Horizontal Scale [km]

0.0

0.5

1.0

1.5

2.0

N
or

m
al

iz
ed

 S
T

D
D

E
V

CPC
NARR
WRF−4km
WRF−12km
WRF−36km

Figure 4.12: Same as in Figure 4.5 but for JJA.
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4.2 Summer Extremes

The correlation coefficients and normalized standard deviations of the ensemble of the
18 most extreme precipitation events in JJA are displayed in Figure 4.13.
The spread of the correlation coefficients of the WRF-4km and WRF-12km simulation

(contours in panel c and d) are smaller compared to the WRF-36km simulation(panel
e) and the driving data (panel b). This means that the majority of the 18 extreme
events is simulated accurately in the two higher resolved runs. The 4 km run has the
highest median correlation coefficients (red dotted line in panel f) of all simulations above
horizontal scales of ∼70 km.
Also the spread in the normalized standard deviation (contours in panel C and D) are

smaller in the WRF-4km and WRF-12km simulation than in the WRF-36km run. The
median normalized standard deviation of the WRF-4km is close to one for all horizontal
scales (red dotted line in panel F) and has the overall best performance of all investigated
data-sets.
The normalized standard deviation of the WRF-12km simulation is slightly underesti-

mated in the median
The WRF-36km simulation (panel e and E) has slightly to high normalized standard

deviations.
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Figure 4.13: As in Figure 4.6 but for JJA.
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4.2 Summer Extremes

4.2.4 Similarity and Spatial Dependence of Extremes

The upper panel of Figure 4.14 displays the correlograms of the different data-sets.
Compared to DJF, the spatial similarity is much smaller and the lag where there is zero
correlation between two points is with ∼100 km approximately half as small.

As in DJF the WRF-4km run (red dotted line) is able to simulate the spatial dependency
best for small lags (below ∼50 km). Second best at this slam lags is the WRF-12km
simulation and third best is the WRF-36km run. Above a leg of ∼50 km all data-sets
perform similarly.

Also the semivariance (lower panel in Figure 4.14) is best simulated in the WRF-4km
run at lags below ∼50 km. Above, the WRF-12km and WRF-36km run have a comparable
performance.

  

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8
1.0

C
or

re
la

tio
n

10 100
Lag [km]

0

5

10

15

S
em

iv
ar

ia
nc

e 
[m

m
²/

d²
]

SNOTEL
CPC
NARR
WRF−4km
WRF−12km
WRF−36km

Figure 4.14: As in Figure 4.7 but for JJA.
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4 Ensemble Evaluation of Extreme Events

4.3 Spectral Analysis of the Average Extreme
In this section the average DJF and JJA extreme event is spectrally decomposed wit the
discrete cosine transformation (DCT).
In DJF (panel a) the spectra of the average extreme event is strongly correlated to the

spectra of orography. For example, the peak at ∼40 km is clearly visible in the WRF-4km
and WRF-12km simulation but is missed by the WRF-36km simulation.
The effective resolution of the WRF-12km and the WRF-36km run is ∼4 times the grid

spacing.
All simulations have higher sums of mean variance for large wavelengths compared to

the NARR driving data and the CPC reference data-set.
In JJA (panel b), the variance spectra of the WRF simulations are less dependent on

orography as in DJF.
For large wavelengths the WRF-12km and WRF-36km simulation have higher sums of

mean variances than the WRF-4km simulation. Due to this overestimation it is hard to
find out the effective resolution of the WRF-12km and WRF-36km runs.
As in DJF, all WRF simulations have higher sums of mean variances than the NARR

driving data and the CPC reference data set for large wavelengths.
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Figure 4.15: Spectral decomposition of the average DJF (panel a) and JJA (panel b) extreme
events. The sum of variances for precipitation are connected to the left y-axis while the orography
spectra is displayed on the right y-axis.
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5 Application of Extreme Value Statistic

In this chapter methods from the extreme value theory are applied to calculate return
values for extreme precipitation events in the Colorado headwater region.

5.1 Evaluation of the Fit of Pareto and Weibull Distributions
To analyze the quality of the fitted GPD and Weibull distribution (WBL) diagnosis plots
were plotted for each performed fit (each data-set, season, mountain range, and elevation
band). An example diagnostic plot is shown in Figure 5.1.
Displayed is the fit of the GPD and WBL distribution to the 8 year, headwater average,

annually snow telemetry (SNOTEL) precipitation observations. In the upper left corner
a probability plot displays fitted vs. observed probability. A perfect fit would exactly
lie on the diagonal.
In the upper right corner, a quantile plot shows fitted vs. observed quantiles. Also

here, a perfect fit would lie exactly on the diagonal.
The lower left panel displays a return level plot. The dots in the plots show the data

from SNOTEL observations and the lines should overlay the dots as close as possible.
The last diagnostic plot in the lower right panel shows the empirical probability density

function of all precipitation values above 95 % in a histogram and the two fits are
displayed as red and blue lines.
In the further evaluation only the GPD was used because it lead generally better fits

than the WBL distribution.

5.2 Comparison of the Simulated Period with the Climatology
In Figure 5.2 the return values of extreme precipitation events in the Colorado head-
waters region are displayed. The estimations are based on 39 SNOTEL stations which
provide a continues time-line from October 1980 to September 2009.
The red solid line displays the best estimate of extreme precipitation return values

based on the simulated period January 2001 to December 2008 while the black line
displays the same quantity estimated from a 30 year period (October 1980 to September
2009).
If only the 8 year period is considered, there is a chance of overestimating return

values compared to the climatological mean. This indicates that there were more intense
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Figure 5.1: Example diagnostic plots to evaluate the fit of extreme value distributions to daily
extreme value precipitation data. Displayed are the 8 year SNOTEL (99 stations) extreme values
and the fitted GPD and WBL distributions.

extreme values within the 8 years than in the 30 year climatology.
The dotted lines in Figure 5.2 show the estimated uncertainty of the return values.

The 8 year period has a much higher uncertainty than the 30 year period. For example
the 100 year event estimated from the 8 year data set is 37 mm/d with an range from
20 mm/d to 95 mm/d while the 100 year return value of the 30 year data set is 30 mm/d
with an range of 24 mm/d to 42 mm/d. This result indicates the importance of long
time series for extreme value estimations.
In the following analyses the 10 year return value is chosen for the evaluations. This

is a compromise between relevant return values for impact research and uncertainties in
the estimation.
The 10 year best estimate return values of extreme precipitation are displayed for the 8

and the 30 year period for different seasons and different mountain ranges in Figure 5.3.
The main characteristics are similar between the two considered time periods. The 10

year return values are highest in December, January, and February (DJF) and lowest in
June, July, and August (JJA) for the headwaters average. There is a south west to north
east gradient in extremes with higher return values in the south eastern mountains (e.g.,
San Juan Mountains) and lower in the north western ones (e.g., Front Range or Park
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5.2 Comparison of the Simulated Period with the Climatology
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Figure 5.2: Return values of extreme precipitation events in the Colorado headwaters region.
The red solid line shows the estimated return values if only SNOTEL data of the 8 simulated years
are considered while the black line shows return values for a 30 year climatology. Dashed lines
display the uncertainty of the estimations.

Range).
There are also differences in return values for different elevations. In general, the 10

year return value increases with increasing elevation.
The differences between the two evaluated periods are rather small (below ±3 mm/d)

on the headwater average. Larger differences occur in different mountain ranges (e.g.,
underestimation of return values in the Sangre de Cristo Range) or elevation bands (e.g.,
September, October, and November (SON) between 3400 m to 3600 m). However, there
is no systematic change towards too intense or too weak extremes.
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Figure 5.3: 10 year best estimate return value in the 8 year period (upper panel) and those
derived from the 30 year climatology (middle panel). In the lower panel the differences between
the return values of the 8 year data minus the 30 year data are displayed. Different rows in
sub-panels display different seasons while different columns show different mountain ranges and
different elevation bands. For gray boxes not enough SNOTEL stations were available to perform
the statistics.

72



5.3 Evaluation of Simulated 10 Year Return Values

5.3 Evaluation of Simulated 10 Year Return Values
In Figure 5.4 the 10 year precipitation return values of the different Weather Research
and Forecasting Model (WRF) simulations are compared with the SNOTEL observations.
The upper panel shows the 10 year return values derived from the SNOTEL observa-

tions. The difference to the middle panel in Figure 5.3 is that here 99 stations are used
for the evaluation while in Figure 5.3 only 39 were used (because only 39 stations had
continues time series for the 30 year period).
In the Headwaters average the season with the highest return values is DJF. The lowest

values accrue in JJA. There is a transmission from a regime where DJF and SON are the
most extreme month in the south west (San Juan Mountains and Grand Mesa) to a
regime where the most extreme events occur in spring (in the north east; Park Range,
Front Range, and Medicine Bow Range).
The other characteristics in SNOTEL are rather similar to those described in Section 5.2.
On an annually basis the WRF-4km simulation overestimate the 10 year return value

by 4 mm/d in the average Headwaters region. The coarser simulations have smaller
differences but only because over and underestimations in different mountain ranges are
canceling out when they are averaged.
On an mountain range basis, the WRF-4km simulation has mostly the smallest differ-

ence of all simulations. In general, the 10 year return values are increasing when the
grid spacing is decreased.
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Figure 5.4: 10 year best estimate return value for the simulated 8 year period of SNOTEL (upper
panel). In the lower panels the differences between the simulated return values minus the return
values of the 8 year SNOTEL observations are displayed for annual, DJF, MAM, JJA, and SON (top
down). Different rows in sub-panels display the different simulations while different columns
show different mountain ranges and different elevation bands.
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6 Summary and Conclusion

In this study, the dependence of simulating precipitation extremes over complex terrain
on the horizontal grid spacing of the Weather Research and Forecasting Model (WRF)
is analyzed. Therefore, the 8 year period (January 2001 to December 2008) is simulated
with 4 km (WRF-4km), 12 km (WRF-12km), and 36 km (WRF-36km) grid spacing. The
largest difference between the WRF-4km and the coarser simulations is that the convec-
tive parameterization was switched of in the 4 km run because deep convection can be
resolved explicitly on grids ≤∼4 km. All simulations covered the same domain which
was centered on the headwaters of the Colorado River. As lateral boundary data the
North American Regional Reanalysis (NARR) data set was used.
The scale separation (discrete cosine transformation (DCT)) of multiple temporally

averaged atmospheric fields showed the strong relationship between parameters like pre-
cipitation, 2 m temperature, wind speed, or snow water equivalent on the underlying
orography. This relationship is typically strongest during the cold months of the year
and gets weaker in June, July, and August (JJA).
With the DCT method also the general higher variability at small scales in the fields

of the WRF-4km simulation gets visible. This higher variability is not only random noise
but certainly improves the spatial patterns of precipitation.
The evaluation of precipitation in the entire 8 year period shows an astonishing good

agreement between the WRF-4km simulation and the observations. Regardless of the
investigated season, the simulated precipitation agrees with the observation within the
typical observational error (±15 %). In the WRF-12km and especially in the WRF-36km
simulations JJA precipitation is overestimated. This result shows that a correct rep-
resentation of summertime precipitation is only possible if deep convection is resolved
explicitly (like in the WRF-4km run). In December, January, and February (DJF) the
WRF-4km simulation has a similar small bias than in JJA. In the WRF-12km and WRF-
36km simulations precipitation sums are generally underestimated which is most proba-
bly because of the coarse resolution. This leads to smaller vertical wind speeds when air
masses are moved upward at mountain slopes and an underestimation of orographically
induced precipitation. This result was already published by Rasmussen et al. (2011).

Concerning the average precipitation extreme event in DJF (average of all events above
the 97.5 percentile) the WRF-4km simulation overestimates the precipitation by 31 % and
the WRF-12km by 24 %. The WRF-36km run has with 5 % difference the smallest bias.
In general, evaluating precipitation biases in DJF is problematic, because observational
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6 Summary and Conclusion

errors are largest in this season and observed values are partly underestimating real
precipitation by up to 15 % due to the under-catch of snow under normal conditions
(Yang et al. 1998) (the wind at the snow telemetry (SNOTEL) stations is normally less
than 2 m/s). In case of extreme events, it is very likely that wind speeds and the ratio
of under-catching is higher.
By investigating the root-mean-square error (RMSE) and spatial structure of the aver-

age DJF extreme shows that the small biases in the WRF-36km simulation comes from an
cancellation of positive and negative biases at different locations within the domain. The
RMSE of the WRF-4km and WRF-12km run are smaller than the RMSE in the WRF-36km
simulation. A clear advantage of the WRF-4km simulation is the accurate representation
of spatial variability which is underestimated by 8 % in the WRF-12km and 16 % in the
WRF-36km simulations.

WRF-4km has not only the most accurate standard deviation at the point scale but
also for all investigated horizontal scales. Also the spatial correlation coefficients are
best for all scales and especially for small scales below 50 km. For scales below 100 km
the second best correlation coefficients can be found for the WRF-12km run and the
worst for WRF-36km. Above 100 km the differences between the correlation coefficients
in different resolutions are rather small.

The synoptic situation which lead to extremes in JJA is very different from the situation
in DJF. While in DJF warm and wet air is transported with a strong south westerly flow
from the Pacific to the Colorado headwaters, in JJA no large scale flow is percent. Instead
a labialization of the air leads to precipitation due to deep convection. Therefore, the
correct simulation of extreme precipitation in JJA is heavily dependent on the correct
representation of convection within the headwaters.
In such situations the WRF-4km simulation outperforms the coarser gridded simula-

tions significantly. The simulations with parameterized deep convection overestimate the
domain-wide precipitation by ∼50 % in the WRF-36km and WRF-12km run. The WRF-
4km however, stays with 8 % overestimation within the observation error range. Spatial
variability is well represented in all simulations and stays within a range of ±10 %.
The spatial correlation coefficients are highest in the WRF-4km simulation for horizon-

tal scales below 20 km. Above that value the correlation coefficients of the WRF-36km
run are better than those of the WRF-4km simulation. The WRF-12km run shows gen-
erally lower correlation coefficients.

Applying the DCT to the average extreme precipitation fields of DJF shows a strong
relation between the spectra of the extremes and the spectra of the orography. The
effective resolution of the WRF-12km and WRF-36km simulation is roughly 4 times their
grid spacing.
In JJA the extreme precipitation spectra are more independent from the spectra of

the underlying orography. Clearly increased variances in long wavelengths are visible in
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both coarse gridded simulations but especially in the WRF-12km run.

By fitting the Generalized Pareto distribution (GPD) to the daily extreme precipitation
data reveals a better representation of 10 year return values in the WRF-4km simulation.
Partly the values of the WRF-12km or WRF-36km run have smaller differences to the
observations at single mountain ranges or elevation bans but the overall performance is
often worse than in the WRF-4km simulation. In general there is an increase in the 10
year return values when the horizontal grid spacing is increaed.

Summarizing the most important findings of this study:

• the 4 km grid spacing is especially important in JJA. Simulations with parameter-
ized deep convection tent to overestimate extreme (but also average) precipitation
during this season.

• in DJF the representation of orography is important to accurately simulate extreme
precipitation. In the WRF-12km or WRF-36km runs the amplitude of the mean
extreme event is accurately simulated but the correlation coefficients are worse
than in the WRF-4km simulation.

• the largest improvements of the WRF-4km can be found at small spacial scales
below ∼100 km. This is especially important for impact studies (e.g., hydrology
studies at catchment scales) which demand for accurate high resolution climato-
logical data.

Also remarkable is the general improvement of the WRF simulations compared to their
lateral boundary condition (the NARR data-set). This is a clear prove for the ability of
WRF to downscale coarser gridded weather and climate data to finer scales.
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