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1. Introduction

In times of social media platforms like Twitter, where people openly comment and dis-
cuss any kind topic - be it public figures, newly presented products or a disastrious
event; when the public reputation of people, companies and any other agenda is deci-
sively influenced by a flood of online reviews and comments, the research field of Natural
Language Processing (NLP) becomes increasingly relevant in the context of automati-
cally sorting out public attitudes and opinions on specific topics. Only recently in the
US election the influence of social media platforms on the election results has been
intensively discussed.

The field of NLP includes two main research areas. The first one is related to under-
standing natural language, while the second area deals with the synthesis of natural
language. A descriptive example for both fields are dialog systems, so-called chatbots,
that interact with humans. An actual dialog between a machine and a human, can only
take place, if both parties understand each other and have the means to communicate to
one another. Thus, the machine has to have the capability to grasp what the interact-
ing human says or writes in order to generate and give an appropriate response. Many
currently used dialog systems are very basic in the sense, that the dialog is precisely
specified. This means, that the chatbot states a question, as well as some predefined
answers to a human. Research aims at more sophisticated systems, that do not rely on
predefined answers and keywords, but are rather able to extract the relevant information
from the humans answer and react flexibly.

Several sub-fields have formed up within NLP, like topic detection, studies on contro-
versy and stands, and relationship extraction. Other areas focus on exposing fake news
or analyzing the public opinion on some specific topic, which can be a useful tool in the
context of politics and marketing.
The latter, which is also known as Opinion Mining or Sentiment Analysis (SA), is the
research field of interest in this work. It plays an important role in all research related
to opinionated text, which involves any content-related analysis of comments, reviews,
Tweets, and discussions.
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1 Introduction 1 Introduction

While early approaches employed sentiment lexicons and syntactic rules for predicting
the sentiment of texts, most approaches nowadays focus on employing Machine Learning
(ML) systems to solve this task. In this context, Neural Networks (NNs) are often the
tool of choice. Thereby, especially two types of NNs, Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs) are favored the most. Due to their
sequential processing, RNNs have been an established tool in NLP for quite some time.
CNNs, on the other hand, originated in the field of Image Processing and Computer
Vision and have been in use for only a few years. By now, RNNs and CNNs represent
the most common competing NN types in several NLP tasks.

This report is mainly concerned with the application of CNNs in SA. Thereby, a special
focus lies on the performance comparison of CNNs and RNNs in sentiment classification.
After a thorough investigation of state-of-the-art applications and performances of CNNs
and RNNs in the field of SA, two exemplary models are compared with regard to their
architecture, training process and classification performance. Later on, the benefits of
using sentiment signals in various forms for document ranking in Information Retrieval
(IR) are examined. Experiments on two corpora help to explore the potential benefits of
sentiment features in a learning-to-rank approach. Finally, a summary of the conducted
work and findings is given.
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2. Neural Networks in Sentiment Clas-
sification

This chapter investigates the research efforts untertaken in combining the application of
NNs in the field of SA. Beginning with the state-of-the-art, Section 2.1 focusses on the
recent advances made in SA with respect to NNs. In particular, the progress achieved
using RNNs and CNNs in various settings is discussed, leading to a final decision on two
deputy NN architectures, that will be analysed and compared in more detail in Section
2.2. Therefore, one RNN and one CNN model will be trained and evaluated based on
selected criteria.

2.1 State-of-the-art

In this section, recent advances made in the field of SA using NNs, especially RNNs and
CNNs, will be presented. With regard to later experiments, only approaches favouring
RNN or CNN architectures will be discussed.

2.1.1 RNNs in Sentiment Classification

Long Short-Term Memory (LSTM) architectures represent a special kind of RNNs. Con-
trary to RNNs, LSTMs learn long-term dependencies through special memory cells. Tai
et al. [23] worked on a generalization of RNNs with LSTM units and developed a so-
called Tree-LSTM, which extended the basic LSTM architecture, thereby enriching its
possible network topologies. They introduced models for two use-cases: semantic relat-
edness of sentence pairs and sentiment classification. In fine-grained 5-class sentiment
prediction the proposed architecture exceeded other systems marginally and was just
outperformed on binary sentiment classification by a CNN architecture.
A very similar approach was presented by Zhu et al. [28], who also developed a tree-
structured LSTM (S-LSTM) using special S-LSTM memory blocks. They applied the
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2 Neural Networks in Sentiment Classification 2.1 State-of-the-art

S-LSTM in the context of semantic composition substituting parts of the Recursive Neu-
ral Tensor Network (RNTN) proposed by Socher et al. [22]. With their approach, Zhu et
al. [28] achieved a slight improvement in sentiment prediction at phrase-level compared
to the original RNTN model.

Le and Zuidema [15] combined Recursive Neural Networks (ReNNs) with LSTMs in
order to improve capabilities with regard to compositionality. Instead of only using
the ouput of child nodes, as it is quite common in ReNNs, they also considered the
information stored in their memory cells to make more information of the lower levels in
the parse tree available to upper levels. Applied on the task of sentiment classification,
in a setting similar to Tai et al. [23], they achieved very similar results.

Tang et al. [24] applied RNNs for document modeling, which they used as a base for
sentiment classification. In a first step they created sentence representations using either
CNNs or LSTMs, which they encoded in a second step in document representations
using a gated RNN. The document representations were then used as feature vectors
for classification. They exceeded several chosen baseline systems like Support Vector
Machines (SVMs) and a CNN model as proposed by Kim [12] using their approach. In
other experiments they showed that their developed models, especially the bidirectional
gated NN, outperformed regular simple RNN models.

Wang et al. [25] combined NNs with look-up tables, taking word embeddings as addi-
tional information for binary sentiment classification. They tested several combinations:
RNNs with a fixed and trainable look-up table as well as a LSTM with a trainable look-
up table. Escpecially, the RNN and the LSTM with trainable look-up tables performed
well and exceeded other classifiers like a SVM. However, they did not outperform the
Dynamic Convolutional Neural Network (DCNN) proposed by Kalchbrenner et al. [11],
which will be discussed in more detail in the next section.

Radford et al. [20] investigated the properties, especially the representations, learned
by multiplicative Long Short-Term Memory (mLSTM) architectures, which have been
proposed by Krause et al. [13] for sequence modeling. By training an mLSTM model for
text prediction on character-level, they achieved good performance results for sentiment
classification using logistic regression. Further analysis of their trained model yielded
the finding of a sentiment unit.

Kumar et al. [14] proposed a dynamic memory network, which can be applied to dif-
ferent NLP tasks. Their network consisted of four components: an input module, a
question module, an episodic memory module and an answer module. The input mod-
ule employed a gated RNN to encode text to vector representations, as did the question
module. The episodic memory module itself consisted of a RNN and an attention mech-
anism, processing current and previous inputs from the input and question modules in
order to update the episodic memory. Finally, the information of the episodic memory
module was forwarded to the answer module, another gated RNN, which outputed an
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2 Neural Networks in Sentiment Classification 2.1 State-of-the-art

answer depending on the task type. Applied in the sentiment analysis task, this network
structure outperformed several other systems like the Tree-LSTM of Tai et al. [23] and
some CNN architectures.

As this selection of publications shows, the state-of-the-art research on RNNs in the field
of SA pursues mainly two strategies in order to boost performances. One strategy is
the exploration of different kinds of RNN structures such as the work on Tree-LSTMs
of Tai et al. [23] or the experiments on combining ReNN and LSTM structures by
Le and Zuidema [15]. Others focus on the search and development of supplementary
components like Radford et al. [20], who experiment with mLSTM units, or Kumar et
al. [14], who worked on a four-component network. Both strategies result in complex
network architectures, whose achieved improvements in performance seems rather small.
Most importantly, there is a noticable trend of applying and adapting LSTM networks
for SA tasks.

2.1.2 CNNs in Sentiment Classification

CNNs have been popular in research fields like Computer Vision for quite some time. A
few years back, they increasingly attracted attention from research in the area of NLP.
Several approaches applying CNNs on different aspects of SA have been proposed over
time.

Kim [12] applied CNNs on sentiment classification at sentence-level. The used models
are slightly different variants of a one-layer CNN. His experiments cover static and
non-static, random and pre-trained word embeddings as well as channels. On four out
of seven different classification tasks, Kims models outperformed other state-of-the-art
systems.

Kalchbrenner et al. [11] were concerned with a slightly different task: the modelling
of sentences using so-called Dynamic Convolutional Neural Networks (DCNNs). Dis-
tinct properties of these networks were the wide convolutional layers followed by a new
method called dynamic k-max-pooling and the varying widths of intermediate layers,
which depended on the DCNNs length of input sentences. In experiments, the DCNN
performed better than several other systems in terms of accuracy for both fine-grained
and binary sentiment prediction.

Another kind of CNNs, a Character to Sentence Convolutional Neural Network, was
developed by Dos Santos and Gatti [5]. Using the proposed CNN architecture words
were represented by word-level and character-level embeddings, which were used further
to extract a sentence-level representation and finally, also a sentiment score. By applying
their method to fine-grained and binary sentiment prediction, Dos Santos and Gatti
exceeded the results of the RNTN model on sentence-level (root node) reported by
Socher et al. [22].
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2 Neural Networks in Sentiment Classification 2.1 State-of-the-art

Severyn and Moschitti [21] applied a CNN architecture, which was based on the works
of Kim [12] and Kalchbrenner et al. [11], to SA in the context of Twitter. They trained
word embeddings as input representations on Tweets and refined them using a distant
supervision approach (see Go et al. [6]). They used the trained parameters to initialize
their CNN. Finally, they tested their network on sentiment classification at phrase- and
message-level and showed that this kind of pre-training leads to a better classification
performance compared to a random or skip-gram word embedding.

Johnson and Zhang [9] compared two CNN architectures, a seq-CNN and a bow-CNN,
and investigated the influence of word order on the text classification performance. The
input for the seq-CNN was given by a concatenation of one-hot encoded words, while the
input for the bow-CNN corresponded to an aggregation of those. They also experimented
with parallel layers, in order to train several word embeddings at once. They chose clas-
sifiers like a SVM and bag-of-n-gram features as baselines for sentiment classification.
Their bow-CNN variant outperformed those baselines. In a later work, Johnson and
Zhang [10] introduced semi-supervised CNNs with two-view-embeddings. Those embed-
dings have been learned in an unsupervised or partially supervised setting. Experiments
showed that two-view-embeddings applied as additional input on CNNs improved the
performance in sentiment classification.

CNNs have also been tested on text at character-level. Zhang et al. [27], for example,
proposed a nine-layer CNN architecture with only one-dimensional convolution applied.
They tested their architecture in various combinations like the use of word embed-
dings and different alphabets. Applying data augmentation and considering 70 different
characters, they could outperform different bag-of-word variants as well as an LSTM
approach for sentiment classification.

More recently, inspired by their success in the field of Computer Vision, Conneau et
al. [3] presented a Very Deep Convolutional Neural Network (VDCNN) architecture for
text classification. The proposed VDCNN worked on character-level and incorporated
29 convolutional layers. Among other classification tasks, they applied the VDCNN
also to sentiment classification and exceeded the performance achieved by Zhang et al.
[27].

The visible trends for CNNs in SA are similar to the previously mentioned developments
of RNNs in Section 2.1.1. Compared to the first popular CNNs such as the one-layer
CNNs proposed by Kim [12], later approaches like the VDCNN of Conneau et al. [3]
or the Character to Sentence Convolutional Neural Network by Dos Santos and Gatti
[5] are far more complex. Similar as before, the achieved improvements with regard to
performance are rather small.
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2 Neural Networks in Sentiment Classification 2.1 State-of-the-art

2.1.3 Discussion

In the previous sections, recent advances made in SA by applying NNs have been intro-
duced. For both RNNs and CNNs, researchers tend to experiment on the overall system
structure and supplementary components, thereby increasing the system’s complexity.
Regarding RNNs, many findings indicate the great potential of LSTM structures and
show how they can contribute to performance improvements.

Since there exist multiple NN structures of varying complexity featuring different input
formats and sentiment levels, two comparable deputy NN architectures - one RNN and
one CNN architecture - will be chosen for further analysis and comparison. In order
to keep the comparison of RNNs and CNNs purely dependent on the system types,
plain and elementary architectures are chosen for both kinds of NNs. Based on such
elementary systems, an analysis and comparison of both architectures can be conducted
in a clear, comprehensive manner.

The most elementary CNN known in research is the single-channel CNN structure of
Kim et al. [12]. It represents a one-layer CNN, which has already been trained and
successfully applied on sentence-level SA. Kim [12] presented three different single-
channel CNN variants; thus, the selection will be narrowed down further in a second
step in order to adjust the overall set up with regard to the chosen RNN architecture.

Since LSTMs constitute a very promising category of RNNs, this kind of network has
been chosen as a comparitive network architecture. Most state-of-the-art LSTMs do
not represent a plain, basic RNN architecture anymore but contain supplementary, ad-
ditional components, which make no fair comparison to the chosen CNN. Since the
CNN network incorporates a plain one-layer structure, an equally basic and working
RNN structure is desirable. A comparable adversary was finally found in the LSTM
network structure used in the Deep Learning Tutorial of the LISA lab at the University
of Montreal on "LSTM Networks for Sentiment Analysis"1, which is also applicable on
sentence-level SA.

Based on these two plain network architectures, a comprehensive comparison is con-
ducted, which is primarily concerned with the architectural network types themselves
and their performances in the context of sentiment classification. The experimental
setup and implementation as well as the resulting outcomes and insights will be dis-
cussed in Chapter 2.2, after the selected RNN and the CNN deputy architectures have
been introduced and explained in more detail.

1http://deeplearning.net/tutorial/lstm.html
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2 Neural Networks in Sentiment Classification 2.2 RNNs versus CNNs

2.2 RNNs versus CNNs

The investigation of state-of-the-art CNN and RNN network structures in the last section
points out the various advances in the performance of sentiment classification that can
be achieved by creating more complex network structures and adding various other
components. While the additional structural complexity contributes to the classifaction
performance in terms of slight improvements, it hides the potential of the plain NN
architecture. These capabilities, that lie within the basic, plain NN structures itself, will
be the focus of this section.

Therefore, basic networks have been chosen for the comparitive exmination of RNNs
and CNNs in SA. As mentioned in Section 2.1.3, a one-layer CNN as proposed by Kim
[12] and a LSTM as developed by the LISA lab at the University of Montreal2 have been
selected as deputy architectures in the comparison. These two network architectures
will be explained in more detail in the upcoming section. Then, the experimental setup
and execution will be discussed.

2.2.1 CNN Architecture

In this section, the basic architecture of the single-channel CNN variants (static-random,
static-Word2Vec, non-static-Word2Vec) proposed by Kim [12] will be introduced.

some
input
into
the
convolutional
neural
network
for
sentiment
classi�cation

(1) (2) (3) (4) (5)

Figure 2.1: Single channel CNN architecture as described by Kim [12]: (1) input
sentence with n words, (2) (n×m)-dimensional word vector representation, (3) con-
volution with different filters, (4) max-pooling, (5) fully connected dropout

2http://deeplearning.net/tutorial/lstm.html
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2 Neural Networks in Sentiment Classification 2.2 RNNs versus CNNs

The single channel CNNs are structured as illustrated in Figure 2.1. The input to the
CNN are single sentences (1), which are mapped to multi-dimensional word vector rep-
resentations in a word-wise manner. If the dimension of the chosen word embedding was
m and the sentence length n (including appropriate padding), this results in a sentence
representation of a (n×m)-dimensional matrix (2). In the next step, the sentence ma-
trix is convoluted with differently sized filters, whose second dimension equals m. As
mentioned by Kim [12], the first dimension was chosen to be 3, 4 and 5, respectively.
Thus, the matrix is convoluted by three different filters. Since the second dimension of
the matrix is equal to the second dimension of the filters, the resulting feature maps (3)
are vector-shaped. There are 100 feature maps per filter size (see Kim [12]), implying
that the input is convoluted by 300 different filters. The information contained in the
feature maps is then processed by Rectified Linear Units (ReLUs) and sub-sampled by
max-pooling over time to the prenulitmate layer (4). This layer in turn is fully connected
to the final softmax layer (5), which predicts the sentiment of the sentence.

Model name Word vector
initialization

Adaptation in
training

non-static-random Random yes
static-Word2Vec Word2Vec no

non-static-Word2Vec Word2Vec yes

Table 2.1: Single channel CNN variants (see Kim [12])

The difference between the three CNN variants lies not in their architecture but in their
initialization and manipulation of word representations during training. As summa-
rized in Table 2.1, the word embeddings are initialized randomly and adapted during
training for the first variant, the non-static-random model. The other two variants,
the static-Word2Vec and the non-static-Word2Vec models, are build upon pre-trained
Word2Vec representations whereas the embeddings are kept static for the first and are
being adapted for the other during training.

2.2.2 RNN Architecture

To conclude the exploration of basic NNs structures, the architecture and performance
of the LSTM network will be explained in the following.

The model structure, as depicted in Figure 2.2, has been taken from the Deep Learning
Tutorial of the LISA lab at the University of Montreal on "LSTM Networks for Senti-
ment Analysis"3.

3http://deeplearning.net/tutorial/lstm.html
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At first, word sequences are presented to the network in the form of sequence vectors.
These vectors are built based on a dictionary, which contains terms ordered by fre-
quency. The input to the network itself is then transformed using a randomly initialized
look-up table, which maps each term to a multi-dimensional vector (1). This procedure
is comparable to the previously introduced input for the CNN in the case of random
vector initialization. The trainable, randomly initialized word vectors for the CNN are
stored in the pre-compiled dictionary. The word representations in the LSTM model, on
the other hand, are randomly initialized and trained in the form of a word embedding
layer, respectively look-up table. The implementation of trainable word embeddings is
different for both networks. The underlying concept is nonetheless the same.
The initially random word vectors are then subsequently fed to the LSTM layer and pro-
cessed (2). The LSTMs output is subject to mean-pooling over time (3). The sentiment
is predicted via the final softmax layer (4).

x� x1 x2 x�
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Figure 2.2: Unfolded LSTM network architecture: (1) input sentence represented as
frequency vector, (2) LSTM layer unfolded over time, (3) mean-pooling, (4) logistic
regression
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2.2.3 Experimental Setup

The NN architectures chosen for the RNN and CNN have been introduced in the previous
section. A small-scale experiment was conducted in order to compare the performances
of the chosen RNN and CNN architectures with respect to SA. Besides the qualitative
comparison of test accuracy, also other aspects like the training time or the selection of
the best model will be of interest. In the following, the experimental setup with regard
to datasets, tools and parameter choices are explained. The performance results will be
presented in Section 2.2.4.

Training Data and Setup

The two NN architectures have been applied on the Sentence Polarity Dataset v1.04,
which was introduced by Pang and Lee [19]. The data set contains 10,662 binary labeled
sentences, whereas one half contains sentences with positive and the other negative
sentiments.

The network training was conducted in form of a ten-fold cross validation. The splits
into train and test set have been conducted according to the stratefied sampling strategy.
Separately, for each of the two sentiment classes (positive and negative), the data samples
have been assigned randomly to one of the ten folds. In a second step, 10% of the train
set samples were assigned to the validation set.

Implementation

In order to compare and analyze the chosen NN architectures, some actual models have
been trained to investigate different aspects related to the model’s architecture, training
and performances. As discussed earlier, the single-channel CNNs will be compared to a
basic LSTM architecture.

The code to train and test the single channel models of Kim [12] is publicly available on
GitHub5. It is written in Python and employs Theano to implement the NNs structure.
Some minor adaptations, that do not involve the networks’ basic archtecture but its
framework, have been conducted. Due to its comparability with regard to the input, the
non-static-random single channel model has been chosen as adversary network to the
LSTM.

The LSTM network implementation in the Deep Learning Tutorial on LSTMs for SA6

represents a simplified variant of a LSTM layer. It was intended to extend the LSTM
4http://www.cs.cornell.edu/people/pabo/movie-review-data/
5https://github.com/yoonkim/CNN_sentence
6http://deeplearning.net/tutorial/lstm.html
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2 Neural Networks in Sentiment Classification 2.2 RNNs versus CNNs

units to incorporate three peepholes, one for each gate. Over the course of empirical
experiments and a parameter grid search, it became clear that the inclusion of peepholes
does not improve the performance compared to the original LSTM implementation.
Table 2.2 gives an examplary overview of the performance differences between the orig-
inal and the adapted implementation. Both models have been trained using the same
parameters (see Table 2.4) on the same dataset and the same allocation of data samples
to the train and test set. The direct comparison shows an identical validation perfor-
mance and a notable difference test accuracy and an increase in training time in terms
of the needed number of epochs, as well as time per epoch. Such a fundamental change
in the LSTMs implementation can certainly require a different set of parameters for
optimum performance. Thus, a grid search was conducted on both, the original and the
adapted implementation. Hereby, different values for the learning rate, the maximum
number of words, the maximum sentence length, the batch size as well as the word em-
bedding dimension have been examined.
The grid search showed in general, that the inclusion of peepholes prolongs the training
time noticably. For a LSTM with peepholes each epoch in training took on average twice
as long as an epoch for the simple LSTM implementation. The overall performances of
each LSTM model structure are comparable. The best validation performance of 78.95%
(on 4 models) was achieved with the original implementation. The parameters of the
best models (best validation performances) for both implementations have been trained
using a batch size of 4, a dictionary of 5 000 words, maximum sentence length of 50
words, word embedding dimensions of 32 and mostly 64 and a varying learning rate.

LSTM Last epoch Train Valid Test Average time
per epoch

original 36 99.90 86.66 78.39 188.7
adapted 46 100.00 86.66 72.38 223.5

Table 2.2: Comparison of original (simplified, no peepholes) and adapted (3 peepholes)
LSTM implementations with regard to performance.

Note: The empirical comparison, was conducted based on the Large Movie Review
Dataset v1.07, which was introduced by Maas et al. [18]. Among other data it contains
50,000 binary labeled movie reviews of IMDb, which are already separated in train and
test sets. Both test sets contain 25,000 review with a balanced distribution positive and
negative labels.
The grid search on both, the original and the adapted implementation was done based
on the Sentence Polarity Dataset (see Section 2.2.4).

7http://ai.stanford.edu/~amaas/data/sentiment/
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2 Neural Networks in Sentiment Classification 2.2 RNNs versus CNNs

Parameter choices

Kims [12] recommendations on parameter settings are listed in Table 2.3 and given
based on a grid search. Therefore, these parameters are applied for the forthcoming
experiments, too.

Parameter name Parameter value
Word embedding

dimension 300

Image shape (n× k) 64× 300

Filter sizes (h× k) (3× 300), (4× 300),
(5× 300)

Number of filters 100 per filter size
Batch size 50

Batch shuffle true

Learn decay 0.95

Learning method AdaDelta
Dropout 0.5

l2 contraint 3

Table 2.3: CNN parameter choices provided by Kim [12], whereas the first dimension
of the image shape includes padding (maximum sentence length was 56)

Parameter name Parameter value
Word embedding

dimension 128 (300)

Maximum sentence
length 100 (56)

Number of words 10, 000

Batch size 16 (8)
Batch shuffle true

Learn rate 0.0001

Learning method AdaDelta
Dropout 0.5

Table 2.4: LSTM parameter choices used in the Deep Learning Tutorial. Parameter
choices which differ in the context of the experiments are given in round brackets.

13
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The Deep Learning Tutorial provided a set of parameters (see Table 2.4), too. Yet, there
was no explanation given for the taken choices. During a grid search different values
for the maximum sentence length, the batch size, the dimension projection, number of
words and the learning rate have been tested. The decision on the final parameter choice
was influenced by two factors. The results of the grid search as well as the comparability
to the CNN model. Based on these aspects some of the provided parameters have been
adapted. The adapted parameter values are listed in 2.4 next to the original parameter
choice in round brackets.

Selecting the best model

During the initial analysis of the CNN and LSTM implementation, a difference in the
selection process of the best model stood out. While the CNNs implementation would
run for a given amount of epochs and then select the model with the best validation
performance, the training of the LSTM would be finished early, depending on a patience
parameter, which was set to 10. Using the patience parameter, the training is stopped
early, if ten times in a row, the validation error is bigger than the minimum of all noted
validation errors in the history buffer (excluding the last ten entries). The final model
is then again the model with the best validation performance, only the overall number
of trained models is smaller.
Within the following experiments, also the difference between those two methods of
selecting the best model (global selection, patience criterion) will be discussed.

2.2.4 Experiments

In the following subsections, the performance results of the CNN and the RNN on the
sentence polarity dataset is presented.

CNN Performance on Sentence Polarity Dataset

In this experiment the non-static-random CNN was trained on the earlier mentioned
Sentence Polarity Dataset in a ten fold setting. The time needed for training and testing
per fold (each 50 epochs) on a CPU (Intel Core i7) amounted to 5 hours and 45 minutes
on average, but only took approximately 5 minutes per fold using a GPU (Titan X).

Table 2.5 and 2.6 summarize the best models per fold trained over the course of 50
epochs, respectively a variable number of epochs, with regard to previously mentioned
patience criterion. Within the tables also the epoch, when the final model happened to
be trained, is noted. Considering the chosen models for each epoch setting, it gets clear
that only in four out of ten folds the pro-longed training resulted in an improved model.
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For fold three, four, six and ten, the validation performance reached a higher peak at a
later epoch than the patience criterion would have allowed.

Fold Epoch Train Valid Test Max epoch
1 14 100.00 78.11 72.93 fixed
2 21 100.00 76.42 76.26 fixed
3 49 100.00 76.11 78.24 fixed
4 42 100.00 77.26 75.55 fixed
5 32 100.00 76.84 78.72 fixed
6 44 100.00 77.58 77.04 fixed
7 13 100.00 76.84 78.37 fixed
8 30 100.00 75.58 75.14 fixed
9 22 100.00 76.00 78.56 fixed
10 43 100.00 77.58 74.27 fixed

Table 2.5: Top CNN model performances among 50 epochs per fold. The best test
performance is achieved in the fifth fold, the best model according to validation per-
formance was trained in fold one.

Fold Epoch Train Valid Test Max epoch
1 14 100.00 78.11 72.93 variable
2 21 100.00 76.42 76.26 variable
3 27 100.00 76.00 76.78 variable
4 20 100.00 77.16 74.45 variable
5 32 100.00 76.84 78.72 variable
6 27 100.00 77.47 76.85 variable
7 13 100.00 76.84 78.37 variable
8 30 100.00 75.58 75.14 variable
9 22 100.00 76.00 78.56 variable
10 22 100.00 77.26 74.36 variable

Table 2.6: Top CNN model performances among a variably chosen number of epochs
per fold. The best test performance is achieved in the fifth fold, the best model
according to validation performance was trained in fold one.

Figure 2.4 exemplary displays the course of the train, validation and test performance
for the CNN model training over 50 epochs in the fifth fold, which showed the highest
test accuracy. Starting with 60% at the end of the first epoch, the performance of the
CNN model on the train set reached 100% within the first ten epochs. The performances
of the validation and test set, also grew rapidly within these epochs, but ran lower. The
accuracy on the validation set ranges marginally above 75%. The test set accuracy runs
slightly higher. The curvature of the depicted curves is similar for all other folds. The
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only differences are given with regard to the performance values. In some cases, the test
and validation performances ran not that clearly separated .

1414

2121
27

49

20
42

3232

2744

1313

3030

2222

2243

70.0

72.5

75.0

77.5

80.0

1 2 3 4 5 6 7 8 9 10
Fold

Te
st

pe
rf
or
m
an

ce
in

%

Max epoch
fixed
variable

(a) CNN test set classification performance over ten folds.

1414

2121 2749
2042 3232

2744
1313

3030 2222
2243

70.0

72.5

75.0

77.5

80.0

1 2 3 4 5 6 7 8 9 10
Fold

V
al
id
at
io
n
pe

rf
or
m
an

ce
in

%

Max epoch
fixed
variable

(b) CNN validation set classification performance over ten folds.

Figure 2.3: CNN performance on MR: Comparing the best models chosen among a
fixed set of 50 epochs, respectively variable set of epochs. The white labels mark the
epoch, where the final model was achieved.

Parts of the of the information displayed in Table 2.5 and 2.6 is visualized in Figure
2.3. The focus of these diagrams lies in the performance comparisons caused by the
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Figure 2.4: CNN model performances of train, validation and test sets over 50 epochs
in the fifth fold.

different epoch regulations. The best model performances achieved over a fixed number
of 50 epochs and a variable number of epochs due to the early patience criterion are
compared for the test and the validation set. Figure 2.3b illustrates clearly the small
differences in the validation performances of both strategies, which vary more extreme
with regard to the test performances, as Figure 2.3a shows.
On average, over 50 epochs of training the validation performance of the CNN model
amounts to 76.83% and the test accuracy to 76.51%. The standard deviation amounts
to 0.77% for the validation and to 1.91% for the test performance. With regard to the
patience criterion the validation performance is 76.77% and the test performance 76.24%,
which represents a rather small difference to the average performances of the fixed runs.
The standard deviation is 0.74% for validation and 1.89% for the test performance.

LSTM Performance on Movie Reviews

In this experiment the LSTM network (original implementation) was trained on the
Sentence Polarity Dataset in a ten fold setting. The time needed for training and testing
per fold (each 50 epochs) on a CPU (Intel Core i7) amounted to 2 hours and 55 minutes
on average, but could be reduced using a GPU (Titan X) to half an hour per fold.

Table 2.7 contains the best models per fold according to validation performance. The
models with the best validation and test performance are highlighted in gray. In case
of the LSTM there is no difference in selecting best performing model on a global scale
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compared to applying the patience criterion. Thus, running the the training for a fixed
number of epochs did not result in better models.

Fold Epoch Train Valid Test Max epoch
1 8 97.47 76.53 72.44 fixed/variable
2 6 94.35 78.79 75.44 fixed/variable
3 6 93.37 77.07 76.10 fixed/variable
4 5 92.10 76.59 75.37 fixed/variable
5 7 95.66 77.29 74.29 fixed/variable
6 8 96.94 76.10 77.41 fixed/variable
7 4 87.36 76.10 75.51 fixed/variable
8 5 92.72 77.32 76.00 fixed/variable
9 4 87.89 76.18 76.92 fixed/variable
10 5 91.99 75.83 75.59 fixed/variable

Table 2.7: Top LSTM model performances among 50 epochs, respectively a variably
chosen number of epochs per fold. The best test performance is achieved within the
sixth fold, the best model according to validation performance was trained in fold two.
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Figure 2.5: LSTM model performances of train, validation and test sets over 50 epochs
in the sixth fold.

Figure 2.5 exemplary illustrates the the course of the train, validation and test perfor-
mance for the LSTM model training over 50 epochs in the sixth fold, which showed the
highest test accuracy. Within the first ten epochs the train performance reaches 100%.
The validation and test performances increase equally strong, but only up to slightly over
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(a) LSTM test set classification performance over ten folds.
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(b) LSTM validation set classification performance over ten folds.

Figure 2.6: LSTM performance on MR: Comparing the best models chosen among a
fixed set of 50 epochs, respectively variable set of epochs. The white labels mark the
epoch, where the final model was achieved.

75%. For a few epochs the accuracy remains roughly the same, then, it slowly decreases
again. These examplary performance runs clearify, why using the global selection gives
the same models as the patience criterion. The best validation and test performances
are achieve within the first roughly 15 epochs.
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Furthermore, the information displayed in Table 2.7 is also illustrated using the diagrams
provided in Figure 2.6. The average validation performance of the LSTM amounts to
76.78%, the test accuracy to 75.51%. Thereby, the standard deviation for the validation
set amounts to 0.83% and for the test set to 1.31%.

2.2.5 Evaluation

The CNN and LSTM architectures have been investigated under adjusted conditions.
For both network types basic, lightweight architectures have been chosen in order to draw
a comprehensive comparison on the architectural typologies themselves. The networks
have been trained in a 10 fold setting on the Sentence Polarity Dataset. The input was
presented to both architectures in form of randomly initialized 300-dimensional word
embeddings; each network was trained up to 50 epochs. A main difference was the used
vocabulary. While the CNN considered all words, the LSTM vocabulary was restricted
to 10,000 words with regard to the grid search results, which showed that the LSTM
performed better on a smaller vocabulary.
Given the fact, that no pre-trained word vectors or other components that knowingly
boost classification performances have been applied, no state-of-the-art accuracy has
been achieved.

Both kinds of networks perform approximately equally well on the given binary sentiment
classification task. Table 2.8 summarizes the averages of several performance parameters
for the LSTM and the CNN per fold, based on the earlier conducted 10 fold training.
The differences for the validation performance are rather small. For the global selection
the CNN model performs marginally better, for the patience criterion the LSTM. With
regard to the test performances, the CNNs average accuracy is slightly higher.

Architecture Max epoch Epochs Valid Test
CNN fixed 50 76.83 76.51
CNN variable 34 76.77 76.24
LSTM fixed 50 76.78 75.51
LSTM variable 24 76.78 75.51

Table 2.8: Comparing average performances over all folds

As Figure 2.4 and 2.5 examplary illustrated, the validation and test performance of the
CNNs and the LSTM proceeded differently over the course of 50 epochs. These different
courses of the performance values relate to the differences discovered in the selecting the
best model. Here, two methods have been tested: global selection and local selection
based on the patience criterion. Both methods resulted in the same selected models for
the LSTM network (see Figure 2.6b). For the CNN in four out of ten folds better models
(in terms of validation performance) have been elected using the global approach.
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Thus, for LSTM models the patience criterion is a useful tool to reduce the training
time without loosing the chance of models with better validation performance. In fact,
applying the patience criterion on the LSTM training would have halved the training
time in terms of epochs in the experiments above, hence the average training time per
fold. For CNNs, on the other hand, it makes more sense to apply the global selection
considering the course of the validation performance during training.

Based on the elementary architectures and the performances measured during this ex-
periment, it is not possible, to decide on the superiority of one architecture over another.
Both networks performed equally. Yet, regarding the training time the CNNs hold the
clear advantage of parallelization. Their training per fold took a long time on a CPU
(hours), but only a few minutes using a GPU. On the CPU the training of the LSTM
could be conducted faster than the CNNs. This was not the case for GPUs and can not
even be compensated by using the patience criterion.

Nowadays, researchers have two consider two challenges in processing data: size and
speed. Big Data is one of the recently growing research challenges. In order to efficiently
process large amounts of data, the processing speed is a key factor. In this context the
CNN in combination with GPU training is clearly the better choice to satisfy the given
need for fast processing.

2.3 Future Work

Future investigations should consider various other datasets. Valuable insights could be
gained by considering data that does not belong to the movie domain, by considering
more sentiment classes, or a dataset which is not in English. In that way, the comparison
of the plain LSTM and CNN architectures could be elaborated.

The influence of pre-trained word embeddings on CNNs was already investigated by Kim
[12], but has not been explored for the basic LSTM architecture. In this context, the
comparison and interchanging of the trained word embeddings might lead to interesting
conclusions about likewise learned aspects of sentiments.

Although, the inclusion of peepholes did not seem to contribute to improving the LSTMs
classification performances, it might still be interesting to investigate their effect in more
detail, for example by only adding a single peephole or two. Further grid searches might
help to adjust parameters and analyse the potential performances.
Also, additional experiments on the CNNs parameters like its filters might yield inter-
esting insights.
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3. Sentiments in Ranking Tasks

This chapter will introduce a new perspective on sentiments with respect to the ranking
task in IR. In Section 3.1, the basic problem definition of ranking in IR and some
approaches to solving this task will be discussed. Subsequently, in Section 3.2, the idea
of using sentiment information as a feature in ranking is presented and finally emphasized
by a small scale ranking experiment, which will be explained and evaluated in detail in
Section 3.3. The following content has been developed in collaboration with Hamed
Zamani and Bruce Croft (CIIR, UMass Amherst).

3.1 Ranking in Information Retrieval

Search engines are an omnipresent application for the core problem in Information Re-
trieval (IR): ranking. In search for specific information a search engine is the tool of
choice to satisfy ones information need. Based on the given query, the ranking algorithm,
which the search engine is build upon, produces a list of ranked documents matching the
query. The main concept involved in the ranking procedure is relevance, which denotes
that the retrieved results should likely be relevant to the searching person (see Croft et
al. [4, pp. 1-11]).
Much research is focused on constructing ranking models using learning-to-rank ap-
proaches, which have been developed in the context of Machine Learning. Following the
ML methodology, documents are represented as feature vectors and used for discrim-
inative training (see Liu [17, pp. 225-246]). In general learning-to-rank methods are
sub-divided into three kinds of approaches: pointwise, pairwise and listwise approaches.
In pointwise approaches (see Liu [17, Chapter 3]), a ranking model aims at the predic-
tion of the correct relevance degree of a document, while pairwise approaches (see Liu
[17, Chapter 4]) focus on the relative order of two documents. Listwise approaches (see
Liu [17, Chapter 5]) either optimize with regard to a common evaluation measure or
minimize listwise ranking losses. During the forthcoming experiments a ranking SVM,
which is considered a pairwise learning-to-rank approach, will be employed (see Liu [17,
pp. 262-263]).

22
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3.2 Sentiments in Information Retrieval

Since the processing and analysis of textual data is fundamental for many IR tasks,
the concept of sentiments posed an important part in some previous IR research. In
the following a few examples of research incorporating sentiments into IR tasks will be
given.

Huang and Croft [8] developed an opinion relevance model, a framework to represent
an infomation need fo opinion retrieval. This model represented a unified model of
topic relevance and sentiments. It resulted from extending a relevance model approach
by incooperating the additional information needs regarding opinion retrieval. Senti-
ments were included by query expansion and different approaches have been tested:
query-independent and query-dependent sentiment expansions, as well as a mixture rel-
evance model, which associated the preceeding approaches. By applying the opinion
relevance model the results of several opinion retrieval experiments could be improved
significantly.

Aktolga and Allan [1] applied sentiments in the context of diversification, which aimed at
improving topical variety in search results. Their main focus was on the diversification of
opinionated content, for which they presented two different models. By using sentiments
and an explicit bias they were able to emphasize search results in three ways: equal di-
versification, meaning that the representation of all sentiments on a topic is balanced,
and diversification towards, respectively against a topic sentiment. Conducted experi-
ments showed, that these models improved the variety in search results significantly for
minority sentiments by applying a corresponding bias for diversification.

3.3 Sentiments in Ranking

Over the course of several experiments the question whether sentiment information can
improve the ranking performance will be discussed. Sentiment signals already proved
to be helpful on some IR tasks, as shown in Chapter 3.2, but have not been applied in
the context of document ranking. In the following sections the setup and execution of
a series of experiments concerned with different sentiment signals will be described. A
subsequent evaluation will not only be concerned with the question if sentiments improve
ranking, but also how and why.
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3.3.1 Experimental Setup

As discussed in Chapter 3.1, document ranking aims - like many IR tasks - at providing
relevant information to a given query. In order to investigate the potential improvements
gained by the application of sentiment information in ranking, a series of experiments has
been conducted. In the following, the basic structure of the experiments will be explained
in more detail starting with the general course of the experiments. Subsequently, the
used tools and data will be discussed as well as the chosen features and performance
measures.

Procedure

Queries

Pre�indexed

Documents

Document

Ranking

Figure 3.1: Given a set of queries and a pre-indexed corpus of documents, the ranking
system generates ranked lists of documents for each query.

The basic experimental setup to test whether sentiment information can improve the
performance in the context of a ranking task consists of two main steps: the generation of
a baseline ranking, and a re-ranking based on selected document features. The baseline
ranking is generated using an established ranking system, meaning that an existing
ranking algorithm is employed in order to retrieve a number of potentially relevant
documents from a given corpus for each query in a given query set, as depicted in Figure
3.1. These initial rankings of documents serve as a baseline and state a reference and
minimum requirement in the exploration of new features.

Then, as sketched in Figure 3.2, a set of features based on text statistics and in this case
also sentiment information is extracted for each document listed in the initial ranking.
Those features in combination with manually constructed relevance judgements as labels
build the foundation to train a ranking model that will rank documents by relevance
given their features. Depending on the choice of features and the corpus, this procedure
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Document

Ranking
Document

Features
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Documents

Figure 3.2: Re-ranking procedure

ideally leads to a new ranking model that exceeds the baseline results. The performance
of the re-ranking is evaluated using common ranking heuristics like Mean Average Preci-
sion (MAP) or Normalized Discounted Cumulative Gain at Position 20 (NDCG@20)

Tools

Realizing the previously described experiment procedure involves several different tools.
For once, an established ranking system is needed in order to generate a baseline ranking.
Therefore, the Java-based search engine Galago1 was used, which was developed by Croft
et al. [4]. Utilizing the flexibility provided by the Galago search engine, the probablilistic
BM25 ranking algorithm (see Croft et al. [4, pp. 250–252]) was used to retrieve 1000
documents per query. For each of those documents, in turn, several features have been
computed. Those features were used to train several SVMrank 2 models, whereas the
margin C was fixed to C = 35. Then, the trained SVMrank models were used to re-
rank the test data. Finally, the resulting rankings were evaluated using the official Trec
evaluation tool trec_eval3. Depending on the corpus, different heuristics have been
selected to assess ranking performances.

Corpora

The experiments have been run on two different corpora: the .GOV2 collection4 and
the ClueWeb09 dataset5. The former comes along with 150 different queries and binary
relevance judgements, the latter with 200 queries and relevance judgements ranging
from -2 and 0 to 4. -2 and 0 mark non-relevant documents with regard to a specific
query, whereas a relevance degree of -2 marks documents that seem to be spam or junk.
Judgements ranging from 1 to 4 refer to different relevance degrees: a higher judgement
value denotes a higher relevance to a given query (see Clarke et al. [2, page 3]).

1http://www.lemurproject.org/galago.php
2https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
3http://trec.nist.gov/trec_eval/
4http://ir.dcs.gla.ac.uk/test_collections/gov2-summary.htm
5http://lemurproject.org/clueweb09/
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Performance Measures

As mentioned before, the experiments will be run on two corpora: the .GOV2 corpus and
the ClueWeb09 corpus. For each of the corpora a different IR evaluation measure will be
applied, due to their different relevance degrees. The ranking performance of the .GOV2
corpus with its binary relevance judgements will be evaluated by the Mean Average
Precision (MAP), while the Normalized Discounted Cumulative Gain at Position 20
(NDCG@20) will be employed for the ClueWeb09 corpus. The differences in performance
will be analyzed with regard to their statistical significance by a two-sided, paired T-
test.

Basic Features

Feature Formula

1
∑

wi∈q∩d ln(tf(wi, d) + 1)

2
∑

wi∈q∩d ln( |C|
tf(wi,C)

+ 1)

3
∑

wi∈q∩d ln(idf(wi))

4
∑

wi∈q∩d ln( tf(wi,d)
|d| + 1)

5
∑

wi∈q∩d ln( tf(wi,d)
|d| · idf(wi) + 1)

6
∑

wi∈q∩d ln( tf(wi,d)·|C|
|d|·tf(wi,C)

+ 1)

7 ln(BM25 score)

Table 3.1: Document features, as proposed by Xu and Li [26], calculated for a docu-
ment d in the document collection C with respect to query q, consisting of the terms
w1, ..., wi, ..., wn, whereas n denotes the number of terms in q. In this context tf(w, d)
and tf(w,C) refer to the term frequency of a word w in a document d and the collec-
tion C, respectively, while |d| and |C| denote their respective sizes (number of terms
and documents, respectively). idf(w) refers to the inverse document frequency of a
word w.

The features proposed by Xu and Li [26] (see Table 3.1) were chosen as a base feature
set. Using those features in a learning-to-rank approach Xu and Li [26] achieved signif-
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icant improvements in ranking performances on several corpora. Thus, this feature set
builds a solid foundation for further feature explorations. Applying the features on the
.GOV2 and the ClueWeb09 corpus, the findings of Xu and Li [26] could be verified. The
corresponding ranking performances and significance tests are documented in Section
3.3.2.

Sentiment Features

Feature Formula

8 countd,pos / |d|

9 countd,neg / |d|

Table 3.2: Simple count based sentiment features calculated for a document d in the
document collection C with respect to query q. The variables countpos and countneg
refer to the counted number of positive and negative terms in d according to the
Opinion Lexicon. |d| denotes the length of the document.

Feature Formula

10 and 14 countN,d,pos / |d|s

11 and 15 countN,d,pos / |d|s

12 and 16 countTermsN,d,pos / |d|

13 and 17 countTermsN,d,pos / |d|

Table 3.3: Sentiment features based on binary sentiment prediction are calculated for
a document d in the document collection C with respect to a query q. The variables
countN,d,pos and countN,d,neg refer to the number of positively and negatively N-judged
sentences within a d. countTermsN,d,pos and countTermsN,d,neg on the other hand
denote the number of terms contained in positively and negatively N-judged sentences.
|d| describes the length of the document in by means of terms, while |d|s is the length
of the document by means of sentences. For features 10-13 N refers to the judgements
made by the LSTM network; for features 14-17 it denotes CNN-judgements.
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In a first test run, a simple sentiment signal resulting in two additional features was
used. The features were given by the number of positive, respectively negative words
occurring in a document, normalized by the document length (see table 3.2). The word
counting was done based on the positive and negative terms listed in the Opinion Lexi-
con6, which was introduced by Hu and Liu [7] and Lui et al. [16].
Later on, more sophisticated sentiment signals have been considered. Therefore, the
previously mentioned CNN and LSTM have been applied on the copora. For each doc-
ument the sentence-wise preditions have been summarized as described in Table 3.3.
It is important to note, that the LSTM features, are based on the original LSTM struc-
ture and training data, as used in the Deeplearning Tutorial7.

3.3.2 Experiments

Baseline Ranking Performances
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Figure 3.3: Comparison of initial ranking with BM25 score, re-ranking with Dirichlet
score, re-ranking based on Features 1-7, and Features 1-9

6http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
7http://deeplearning.net/tutorial/lstm.html

28

http://www.cs.uic.edu/~liub/FBS/sentiment-analysis.html
http://deeplearning.net/tutorial/lstm.html


3 Sentiments in Ranking Tasks 3.3 Sentiments in Ranking

In order to assess the basic ranking performances and potential approvements gained
by sentiment information, the initial ranking achieved by Galago using the BM25 score
was compared to rankings attained through re-ranking by the Features 1-7, as well as
Features 1-9 (see Table 3.1 and 3.2). As shown in Figure 3.3 the baseline BM25 ranking
performs worse than the re-ranking by Features 1-7 for both corpora. A paired, two-sided
T-test also confirmed a statistical significance difference in both ranking performances,
which supports the findings of Xu and Li [26].
Extending the feature set consisting of Features 1-7 by sentiment information (Features 8
and 9) improves the ranking performance for both corpora even further. Yet, a statistical
significance could only be confirmed for the ranking of the .GOV2 corpus.
The precise T-test results for performance differences between BM25 score, Features 1-7
and Features 1-9 for both corpora are listed in Table 3.4.

Corpus Ranking 1 Ranking 2 H0 rejected P-value
.GOV2 BM25 score Features 1-7 yes 1.405× 10−8

.GOV2 BM25 score Features 1-9 yes 4.564× 10−9

.GOV2 Features 1-7 Features 1-9 yes 1.925× 10−2

ClueWeb09 BM25 score Features 1-7 yes 9.477× 10−5

ClueWeb09 BM25 score Features 1-9 yes 8.161× 10−5

ClueWeb09 Features 1-7 Features 1-9 no 4.285× 10−1

Table 3.4: T-test results: Analyzing statistical significance with regard to differences
in ranking performances using BM25 score, Features 1-7 and Features 1-9.

Based on these insights on the potential improvement lying in sentiment information,
more sophisticated sentiment signals in form of Features 10-16 (see Table 3.3) have been
tested. In the next section, the ranking performance with respect to different sentiment
feature combinations will be investigated for the .GOV2 corpus and the ClueWeb09
corpus in more detail. Thereby, the ranking performances achieved using Features 1-7
and Features 1-9 serve as two baselines. Baseline 1 (Features 1-7) will be marked in
graphs by a dashed black line, Baseline 2 (Features 1-9) by a dotted black line.

CNN- and LSTM-based Sentiment Features

At first, CNN, respectively LSTM sentiment features and their combinations with the
simple count based sentiment features have been investigated. The resulting ranking
results measured by MAP, respectively NDCG@20 are visualized in Figure 3.4 and 3.5.
In a second step combinations of CNN and LSTM features have been used for ranking.
The results are shown in Figure 3.6. For the CNN, the non-static-Word2Vec model was
used, due to its superior accuracy.
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Figure 3.4: Exploring CNN sentiment features: Comparison of re-ranking performance
regarding different sentiment feature combinations. The performance of Baseline 1
(Features 1-7) is marked by a dashed line. The performance of Baseline 2 (Features
1-9) is marked by a dotted line.
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Figure 3.5: Exploring LSTM sentiment features: Comparison of re-ranking perfor-
mance regarding different sentiment feature combinations. The performance of Base-
line 1 (Features 1-7) is marked by a dashed line. The performance of Baseline 2
(Features 1-9) is marked by a dotted line.

31



3 Sentiments in Ranking Tasks 3.3 Sentiments in Ranking

0.2857 0.2851 0.2822

0.24

0.25

0.26

0.27

0.28

0.29

M
A
P

Ranking
Features 1-7, 10-17 (RR)
Features 1-7, 10-11, 14-15 (RR)
Features 1-7, 12-13, 16-17 (RR)

(a) Ranking performance for .GOV2 mea-
sured by MAP; Sentiment features 10-17

0.2403 0.2429 0.2431

0.19

0.20

0.21

0.22

0.23

0.24

0.25

N
D
C
G
@
20

Ranking
Features 1-7, 10-17 (RR)
Features 1-7, 10-11, 14-15 (RR)
Features 1-7, 12-13, 16-17 (RR)

(b) Ranking performance for ClueWeb09
measured by NDCG@20; Sentiment fea-
tures 10-17

0.2874 0.2877 0.2843

0.24

0.25

0.26

0.27

0.28

0.29

M
A
P

Ranking
Features 1-17 (RR)
Features 1-11, 14-15 (RR)
Features 1-9, 12-13, 16-17 (RR)

(c) Ranking performance for .GOV2 mea-
sured by MAP; Sentiment features 8-17

0.2394 0.243 0.2434

0.19

0.20

0.21

0.22

0.23

0.24

0.25

N
D
C
G
@
20

Ranking
Features 1-17 (RR)
Features 1-11, 14-15 (RR)
Features 1-9, 12-13, 16-17 (RR)

(d) Ranking performance for ClueWeb09
measured by NDCG@20; Sentiment fea-
tures 8-17

Figure 3.6: Exploring LSTM and CNN sentiment features: Comparison of re-ranking
performance regarding different sentiment feature combinations. The performance of
Baseline 1 (Features 1-7) is marked by a dashed line. The performance of Baseline 2
(Features 1-9) is marked by a dotted line.
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For the .GOV2 corpus the ranking performance using LSTM sentiment features excels
the performance of Baseline 2, as Figure 3.5a shows. An even better performance can
be accomplished by combining LSTM- and count based sentiment features (see Figure
3.5c).
CNN sentiment features alone on the other hand can not outperform the Baseline 2 (see
Figure 3.4a). Only by combining CNN and count based sentiment features an improve-
ment over Baseline 2 can be accomplished (see 3.4c).
Combining LSTM and CNN features outperforms the Basline 2 performance in any,
but the term-based case. Combinations of LSTM, respectively CNN and count based
sentiment features in the context of .GOV2 lead mostly to better performances than
Baseline 2. Also, term-based LSTM and CNN features always perform worse than their
corresponding sentence-based variants.
The best performance for .GOV2 with MAP = 0.2877 can be achieved by using fea-
tures 1-9 and 14-15, meaning it considers the simple count based sentiment features, as
well as the sentence-based LSTM sentiment features. Adding the sentence-based CNN
sentiment features to this combination, leads to the same performance. Anyway, the im-
provements in terms of ranking performance can be considered statistically significant
with regard to Baseline 1 and 2 (see Table 3.5).

With regard to the ClueWeb09 corpus the different kinds of sentiment features lead
to different outcomes. Contrary to .GOV2 the ranking performances for many of the
sentiment feature combinations perform rather poorly. The combination of count based
and CNN, respectively LSTM features leads to worse performances compared to only
using CNN or LSTM sentiment features (see Figure 3.4b and 3.4d, respectively Figure
3.5b and 3.5d). In many cases there is not even improvement over Baseline 1. Among
the more sophisticated sentiment features, the use of CNN features leads to better per-
formances, than the use of LSTM features. By applying only CNN sentiment features
small improvements over Baseline 2 can be achieved.
For the ClueWeb09 corpus the application of term-based CNN sentiment features gives
the best performance with NDCG@20 = 0.2472, which proves to be a significant differ-
ence compared to Basline 1, but not Baseline 2 (see Table 3.5).

Corpus Ranking 1 Ranking 2 H0 rejected P-value
.GOV2 Features 1-7 Features 1-9,14-15 yes 1.803× 10−5

.GOV2 Features 1-9 Features 1-9,14-15 yes 1.491× 10−5

.GOV2 Features 1-7 Features 1-11,14-15 yes 1.793× 10−5

.GOV2 Features 1-9 Features 1-11,14-15 yes 1.588× 10−5

ClueWeb09 Features 1-7 Features 1-7,12-13 yes 2.748× 10−2

ClueWeb09 Features 1-9 Features 1-7,12-13 no 4.210× 10−1

Table 3.5: T-test results: Analyzing statistical significance with regard to differences
in ranking performances by applying CNN and LSTM sentiment features.
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3.3.3 Discussion/Evaluation

Starting from very simple, count based sentiment signals and later on, more sophisticated
sentiment signals using CNN and LSTM sentiment predictions, the effect of sentiment
information in ranking tasks has been explored.

The conducted experiments showed, that even simple sentiment signals, in form of count-
ing positively or negatively annotated words within documents, improve the ranking
performance of Baseline 1 for the .GOV2 corpus significantly. In case of the ClueWeb09
corpus there was also an improvement, but no significant one.

Since the use of simple, most likely semi-accurate sentiment signals proved to be helpful
already, NNs have been employed in order to gain more sophisticated sentiment sig-
nals. Based on the binary sentence-level sentiment predictions provided by a CNN and
LSTM, which have been trained on movie reviews, more sentiment features have been
generated.

For both corpora, the effect of NN based sentiment signals is quite different.
The sophisticated NN features show very promising results with regard to the .GOV2
corpus. LSTM features work well for the .GOV2 corpus and perform better than the
simple sentiments only. Also, combinations of LSTM and CNN features perform well.
However, this is not the case for the ClueWeb09 corpus. Most of the feature combinations
incorporating sophisticated sentiment signals cannot outperform the baseline set by the
simple sentiment features. Often not even the baseline given by the basic features
without sentiment signals can be matched. CNN based features performed best.

3.4 Future Work

Reviewing the presented data, it gets clear, that sentiment information can help improv-
ing the performance in ranking tasks, but it also raises some questions. Why exactly does
sentiment information help in ranking tasks and how? Which queries perform especially
well with sentiment features? Which queries do not?

First investigations on how sentiments work in ranking, revealed no common topic among
good or bad performing queries. Yet, first feature analysis’ revealed clear differences in
the feature distributions of their matching documents, which still have to be investigated
in more detail.

The key of improving ranking performances further, is to understand how and why
sentiments help in ranking tasks. Therefore, follow-up investigations should focus on
the analysis of feature distributions. A thorough investigation on the differences in
distributions between top and bottom ranked documents might provide further insights.
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Also, the exploration of alternative sentiment feature definitions and differently trained
NN models has to be considered. Movie reviews are most certainly not the optimal
choice for training NNs, that will be applied on general, most likely non-movie-related
texts.

Referring to Chapter 2.2, the sentiment signals and their applications might also be of
value in the comparing of LSTM and CNN performances. A thorough investigation on
the annotation differences on both corpora might give valuable insights on learned con-
tents of both networks. In order to estimate the accuracy and applicability of the trained
networks, a qualitative evaluation of the sentiment predicitons of the documents should
be conducted. The correlation between the sentiment predictions of both networks could
also give additional hints about the commonly learned contents.
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4. Final Conclusion

This report summarized the work and research conducted on CNNs in NLP during a
five month stay at the Center of Intelligent Information Retrieval at the University of
Massachusetts, Amherst. In particular the perfomance of CNNs has been compared to
LSTMs in the field of SA. Also, the effect of sentiment signals in ranking has been
analyzed.

A thorough investigation of the state-of-the-art with regard to CNNs and RNNs in
the field of SA revealed two mainly pursued strategies for improving performances: the
exploration of variations in basic network architectures and the search for supplementary
compontents. In order to keep the comparison of CNNs and RNNs purely dependent on
the architectural performances, two plain and elementary network structures have been
selected as representatives - one CNN and one LSTM architecture.
Using these selected lightweight architectures a comprehensive comparison has been
drawn. Considering the classification performance, the CNN and LSTM architectures
performed equally. Differences have been detected with regard to the performance runs
over the course of training. In this context the patience criterion proved to be a valuable
tool for reducing the LSTMs training time to the actual necessary training time.
In light of nowadays computational challenges (big data and processing speed), CNNs
proved to be at a clear advantage, due to the short training time achieved by parallelized
computations on GPUs.

Later on, the potential of sentiment signals in the IR task of ranking has been in-
vestigated. Among other heuristics, the sentiment signals based on binary CNN and
LSTM sentiment predictions have been used as features for ranking documents. Experi-
ments testing different feature combinations on two corpora, the .GOV2 corpus and the
ClueWeb09 corpus, showed promising results. Especially, for the .GOV2 corpus several
feature combinations lead to significant improvements over the chosen baselines. With
regard to both corpora no best performing feature set could be determined.
These initial results, raised several questions, that need to be answered over the course
of future analysis’ and experiments.
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