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Abstract
Smart Grid systems are the new generation of electrical grids. They combine the
traditional grid with modern communication technology and more flexible ways of
energy production. The Smart Grid itself is not only one of the most critical national
infrastructures, it also has user data which is worth protecting; this leads to a strong
need for security.
This thesis attempts to improve Smart Grid security by analyzing energy consumption
data in order to find anomalies. An anomaly in the data could mean that an attack
has happened. For analyzing the data, knowledge of the Big Data domain is used.
The goal of this thesis project is a proof-of-concept implementation, which represents
the whole data processing. It is done in three different steps: the feature extraction,
the feature transformation and the clustering algorithms. The extraction takes care
of all preprocessing steps while the transformation removes, with the help of PCA,
the dimensions which do not contain much information. At the end of the process,
two different clustering algorithms are executed, the K-Means and the Hierarchical
Clustering algorithm and the results are presented accordingly. The overall outcome
of this thesis is, that with the used techniques, original and manipulated data can be
distinguished. To confirm the clustering algorithm, the tests were also done by training
a Self-organizing Map (SOM) which confirmed the results of the clustering. A possible
future step would be to add expert knowledge to the algorithm which would further
refine the results.
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1 Introduction

The traditional electrical grid [1] is very static; the energy generation is done by a few
power plants. These power plants are built next to bigger cities and deliver the energy
to each household. The billing is done in a monthly cycle, or even less frequently. As
more and more households want to produce energy by themselves, or to buy green
energy, the grid needs to become more flexible. The new and more flexible power grid
is called Smart Grid, and it provides two-way communication for electricity as well
as for communication. It includes not only modern electricity generation technology,
like solar and wind energy utilization, it also includes state of the art technology
for communication. A Smart Grid offers better communication between all kinds of
utilities. Households are no longer only consumers; they can also be producers, by
distributing their excess energy. To enable that, not only the billing has to change,
but also the overall process.
A Smart Grid measures the energy consumption of each household more frequently.
This is done over so-called smart meters, which track not only the total amount of
used energy; combined with a so-called smart home, they also know which device is
currently switched on. This is beneficial for the users, as they can adjust their energy
consumption to times where electricity is the cheapest. It also means that the Smart
Grid has a significant amount of data about the users behavior which is worth to
protect.
This information is transferred over modern communication technologies. Un-
fortunately, some of them have already known weak spots [2]. As the Smart
Grid has such sensitive user data and the power grid is one of the most critical na-
tional infrastructures, the security and the stability of the Smart Grid is of top priority.

This is the starting point of this thesis; the attempt to improve Smart Grid se-
curity by analyzing energy consumption data, with the goal to detect anomalies in it.
To achieve this goal, technologies of the Big Data domain are used. The algorithms of
Big Data not only help to find anomalies; they also help to increase the performance
of the whole process.
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This work includes a literature research with the goal of finding Big Data algorithms
which can be used for this specific problem. The purpose of the data acquisition
process is to request the needed data at other research facilities or at industry.
Data processing involves the transferring of algorithms from the domain of Big Data
to Smart Grids. The concluding visualization with tools like the Self-organizing
Map (SOM) helps to present the results.

The outcome of this research project is a proof-of-concept implementation, which
detects anomalies in energy consumption files. The implementation covers the whole
process, starting at the preprocessing until the visualization of the results. The results
of the different algorithms are compared with each other and a validation is done.

1.1 Motivation and Objectives

Smart Grid systems consist of a variety of operational devices and energy measures
including smart meters, smart applications, operation centers and renewable energy
resources [1]. Some of these components generate their own type of log files which are
documents that contain various events, revealing the state of the system. Analyzing
these log files or general consumption data becomes more challenging as the scale and
complexity of the Smart Grids grows. It becomes nearly impossible for humans to
manually perform this task. Therefore, the areas of machine learning and Big Data
offer various techniques that can be utilized to introduce the required automation as a
support mechanism.
The primary goal of this work is to utilize techniques from the above-mentioned do-
mains to detect anomalies in the provided data (potential attacks) automatically. One
possible way to do this is the Awesome Automatic Log Analysis (AALA) [3]. This algo-
rithm extracts various features from the provided data or log files in order to construct
a feature matrix, which might contain for example bi-grams, time-stamp statistics or a
number of lines. Feature matrices, which contain the same features, can be compared
to each other and allow system operators to classify the type of event (attack or no
attack).
Furthermore, preprocessing can lead to better results in terms of classification accuracy
by utilization of Principal Component Analysis (PCA) or data structuring in a way
that its best for the used algorithm.
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If the used data is real Big Data, meaning it contains a large amount of different
log files, the entire process could be implemented on Apache Spark1. On the one
hand, this would be done to improve the performance. On the other hand, standard
algorithms or tools cannot handle such a huge amount of data. Finally, the Self-
organizing Map (SOM) is used to visualize the data and to validate the results.

1.2 Innovation Aspects

The Smart Grids can be seen as a disruptive Innovation in the energy market,
according to the definition in [4]. The traditional electrical grid consists of few big
power producing companies. And the energy is mostly obtained from coal, natural gas,
fossil oil or nuclear power [5]. The producers deliver the electricity to the consumers,
like households, companies or other facilities. This distribution of roles was clearly
defined, until now.
The transformation of the traditional grid into a Smart Grid opens the market for new
and innovative companies, which can include small startups as well as big companies
from other business areas. When the big electrical companies ignore this trend, they
face exactly the situation which is described in The Innovator’s Dilemma [4].
The change of the traditional power grid to the Smart Grid can be best justified
with one of The Five Disciplines for Creating what Customers Want written by
Curtis Carlson [6]. This was not something the power producing companies wanted,
or triggered. It resulted of market needs for a change. The combination of energy
shortage, environmental pollution, global warming and the greenhouse effect left no
other choice than to adapt the energy market. The Smart Grid is an innovative
concept, but also this thesis is based on an innovative idea.

This thesis project attempts to improve the security of Smart Grid systems by
analyzing their log files or energy consumption data in more general. The used
algorithm detects anomalies in them. Anomalies in investigated data can mean that
the house owner changed, or their behavior; but it can also mean that an attack
happened or that an electricity theft is going on.
This idea is based on the same principal of Curtis Carlson [6]. The important need
for security is not only triggered by the consumers; it is even more important for the
whole economy and society. Successful attacks on the Smart Grid system can trigger
a region-wide power outage or knock out a company’s infrastructure, if specifically
targeted.

1more details see: http://spark.apache.org/

http://spark.apache.org/
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The idea of this thesis project is to transfer knowledge from other research domains
to the Smart Grid and thus provide an opportunity for innovation. Methods and
algorithms of machine learning and Big Data were used to analyze the log files, they
are called K-Mean and Hierarchical Clustering. The visualization is also done with a
machine learning method, the so-called SOM. This process can be seen as the Slow
Hunch in Steven Johnson’s book Where Good Ideas Come From [7]. The Slow Hunch
describes the process of many small ideas, which become a bigger idea with the time,
resulting in an innovative product. The small ideas can come from one person or a
group of different people. This thesis project contributes one idea to the whole process
of making the Smart Grid more secure. All these ideas will help to reach the goal of a
more secure grid.
An innovation does not necessarily mean to develop something new, to invent a
completely new product. It can also mean, to take existing things and create
something new; by combining them in a way, no one ever did before. This thesis takes
the algorithms from machine learning and Big Data and implements them into the
Smart Grid Systems.
As the overall definition of the term innovation is intricate, this section tried to declare
the innovation aspect of this conducted research.

1.3 Structure

This thesis is structured into five main chapters.
The first chapter gives an overview of the problem and the idea to solve it. Also
the innovation aspect is annotated. The second chapter introduces the related work
and also gives an overview of the used terms and definitions, like machine learning or
Big Data. It describes what a Smart Grid is and provides details on its architectural
and security aspects. The next section focuses on Apache Spark and the MapReduce
procedure. The section about the Self-organizing Map, called SOM, describes how the
training and the visualization works. Finally, the Awesome Automatic Log Analysis,
also called AALA, is depicted in more detail. The third chapter gives an overview of
the conducted research. It gives detailed information about the process itself and the
used algorithms. Chapter four shows the implementation of the application prototype
by providing insight into the data processing and the clustering algorithms. The results
are then visualized accordingly. The final chapter summarizes the results and the main
achievements of this work. It also provides an outlook to future work and possible
enhancements.
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2 Related Work

The following chapter will present the results of the literature research. Hence it
provides an overview of the theoretical part of this work. Beginning with a short
introduction of machine learning, Big Data and cyber security, the chapter then leads
over to an explanation of Smart Grid systems, their architecture and security aspects.
The next part provides an overview on selected Big Data analysis tools and methods,
like Apache Spark and the MapReduce procedure, followed by the SOM tools. Finally,
the used algorithm AALA is presented.

2.1 Terms and Definitions

The methods, tools and algorithms from domains of Big Data, machine learning and
cyber security are used in many different industries. This thesis uses some of those
algorithms to make an attempt of improving the security in Smart Grid systems. The
following sections will provide a brief theoretical overview on these topics.

2.1.1 Machine Learning

Machine learning [8] is a method to analyze data that automates model building. It
has evolved from the domains of pattern recognition and computational learning. By
using algorithms that iteratively learn from the data, hidden insights can be found
without knowing the exact data structure. While the idea already existed for some
time, computers have only become powerful enough to do the calculations quickly and
efficiently within the last few years. The domain of machine learning gained fresh
momentum as the computers got more powerful and affordable. Also the growth of
Big Data had an impact on the machine learning domain, as the existing algorithms
were used and became more sophisticated. Combining machine learning techniques
with fast computation engines makes it possible to quickly and automatically produce
models that can analyze complex Big Data.
Machine learning is divided into two main classes, in supervised and unsupervised
learning. Semi-supervised learning is a mixture of them. Methods of machine learning
are for example called decision tree algorithm, clustering algorithm or the Bayesian
algorithm.
In the following section a few of them will be explained in more detail. For further
information, see [9].
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Supervised learning algorithms use labeled input data, also called training
data. The training data is labeled, which means information, such as “spam” or
“no spam”, about the data is added. The learning algorithm receives input and the
corresponding output data, but it also calculates the output by itself. By comparing
the calculated output to the correct one, the algorithm learns how the model should
be modified. This method is used when historical data exists and the most likely fu-
ture event should be predicted. An example algorithm is the nearest neighbor mapping.

Unsupervised learning algorithms have no labels and work with the plain
data. They attempt to find some structure within the data, which can be done with a
mathematical process to reduce redundancy or by organizing the data by similarity.
Example algorithms are k-means clustering or self-organizing maps (SOM).

Decision tree algorithms construct a model tree based on actual values of
attributes in the data. The data is represented as leaves; each leaf has a path to
another leaf or the root. Examples are Classification and Regression Tree (CART),
Decision Stump or Conditional Decision Trees.

2.1.2 Big Data

Big Data [10] is a term for data sets of massive size; they are so large or complex that
traditional data processing is too slow for the calculations. The volume of worldwide
stored data is growing at least 59% annually [10]. The data is not only growing rapidly,
but is also becoming more complex and diverse. It is essential to analyze the collected
data; it can help organizations to make better business decisions.
Wal-Mart, as stated in [11], is a big retail company in the USA and handles more than
1 million transactions per day. Their databases have an estimated size of 2.5 petabytes.
Another example is the social media platform Facebook, which hosts approximately 40
billion photos. In Figure 2.1 you can see a visualization of friendships on Facebook, it
shows the relations of all Facebook users. The light blue lines represent a connection of
two Facebook users; in the figure it can be seen that people from all over the world are
connected to each other. The figure also indicates where most of the Facebook users
are located.
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Figure 2.1: Visualizing Facebook friendships; provided by [12]

This huge amount of data makes calculations possible, that could not be done before
the collection and storage reached today’s extent. With the analyses it is possible to
spot business trends, prevent diseases or to combat crime. However, the huge amount
of data also causes problems. The first problem is the storage; the current amount
of data already exceeds the available storage capacities. The second problem is the
security; ensuring data security and protecting privacy is becoming more and more
difficult as the data is distributed all over the world. And the third problem is the
analysis of the data; a lot of new methods have been introduced to analyze Big Data
in a reasonable amount of time.

Big Data in Smart Grids
Various sources in Smart Grids generate Big Data [10], below a few examples of
possible analyses are listed:

• energy consumption habits of single customers

• energy consumption habits of regions/companies

• energy market pricing and bidding information

• data to manage, control and maintain equipment in the grid

• weather and geographical data
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The domain of Smart Grids [10] is currently in its early stages. By 2020, the number
of installed smart meters should rise to 240 million in Europe, 150 million in North
America, and 400 million in China. With this many active smart meters, the amount of
data will grow by several terabytes per day. For help in handling Big Data, the utilities
look to companies that already have experience with Big Data. This includes software
giants like Oracle, IBM, General Electrics, Siemens or ABB but also specialized startups
like AutoGrid, Opower or C3all [10].
Currently, one of the most famous actors in the Big Data domain is Apache Hadoop1.
It is specialized for Big Data and provides infrastructure and platforms for fast analysis
of large amounts of data.
A newer project is Apache Spark2, which is explained in detail in Section 2.3.2.

2.1.3 Cyber Security

Cyber security, also known as IT security or computer security, focuses on the
protection of programs, computers, networks and their data. It ensures that no data is
stolen or damaged and that no unauthorized access happens. The importance of cyber
security may be understood better if one implies how much confidential information
is stored on some computers, like on computers or servers of governments, military,
financial institutions or hospitals. With the growing volume of desirable data for
attackers, there will be more and more ways to steal them.

Types of Cyber Attacks [13, 14, 15]
Backdoors are used, for example, to install keylogging software; this threat can be
serious as it allows the attacker to modify files, steal data, install software or take over
the computer. A Backdoor can be created in different ways, among others, the creator
of the software can implement the backdoor during the creation, or an Add-on creates
the Backdoor afterwards.

1more details see: http://hadoop.apache.org
2more details see: http://spark.apache.org

http://hadoop.apache.org
http://spark.apache.org
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Denial-of-Service Attacks are not attacks attempting to take data, but are rather
trying to cause a shutdown of the attacked system. A shutdown could mean a total
shutdown of the attacked system, or the system is no longer reachable for customers.
The attack happens on the network layer and affects the host device, which is
connected to the Internet, by bombarding the system with useless traffic. Popular
targets are banks, credit institutes or official government websites.

Malware is malicious software which is designed to do specific actions in the at-
tacked system or to damage it. Malware is a generic name for viruses, worms, Trojan
horses, etc.

A virus is a malware that is a self-replicating and self-propagating program
that can spread quickly over a big network system. It spreads by infecting computer
programs, files or the boot sector of the hard drive. Once a system is infected the
virus can perform different actions, like corrupting data, displaying messages or
spamming the users contacts. Worms are essentially the same as viruses, in that they
are self-replicating and perform malicious actions on the target devices. Unlike viruses
worms don’t have to couple on computer programs, they are a standalone malware
program.

Social Engineering is an attack that focuses on specific weak point: people. Ei-
ther the attacker is an insider and has knowledge about the system, which can be used
for the attack, or the attacker tries to get access via compromised hardware or emails,
for example, which are sent to the employees. Attackers could also gain access to the
system by spreading compromised flash drives, or they check if an employee has noted
the passwords on a note next to the computer.

A keylogger is a spyware that watches all activities on the computer, such as
the strokes on the keyboard or the browser history. The collected data is sent to a
specified receiver.

This is just a small excerpt of the types of cyber-attacks; there are still many
more. More can be found in [13].
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Recent Cyber Breaches [16]
In 2010, the Stuxnet worm was used to attack the critical infrastructure of a country.
It was built to spy on industrial systems and to control Supervisory Control and Data
Acquisition (SCADA). It was spread over flash drives, for more information about
Stuxnet see Section 2.2.2.

In 2014, hackers stole terabytes of data from Sony Pictures Entertainment, in-
cluding salary information, movie scripts and contracts. The attackers used malware
to get access to the system, and due to a lack of intrusion detection, they were
successful and stole data worth 41 million dollars.

In February 2015, China-based hackers stole information of 78 million people
from Anthem Health, including names, birth dates and social security numbers. The
attackers used a specifically designed malware.

In June 2015, another group of China-based hackers stole data on 21 million people
of the U.S. Office of Personnel Management. The stolen data included fingerprints
as well as names, birth dates and addresses. The attack was a social-engineering attack.

Probably the most famous cyber breach of 2015 was the attack on Ashley Madison.
Data of 37 million users was stolen, including names, addresses, phone numbers and
credit card histories. The volatile fact was that the hackers posted all of the data online.

All the modern communication technology brings the cyber security issues to
the Smart Grids. More details can be seen in the next section.
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2.2 Smart Grid

The traditional electricity grid [17] includes generation, transmission, transformation,
distribution and utilization; the power is produced by a few big generators. The energy
is obtained from coal, natural gas, fossil oil or nuclear power [5].

Figure 2.2: Comparing the traditional and a Smart Grid; provided by [18]

As shown in Figure 2.2, the traditional grid [17] is generally used to carry power from
big power plants to many customers or houses. It is switched electromechanically and
is based on centralized power generation. The communication is one-way communica-
tion, with few sensors to overlook the activities on the grid. The grid is maintained
manually, which means the reporting and the restoration need to be done by hand.
Due to the centralized layout, a failure can lead to significant blackouts. Failures can
be man-made or a result of natural catastrophes. Users of a traditional electrical grid
have limited control and few choices.
New requirements, demands and new possibilities drove the electricity industries, re-
search organizations and governments to rethink and expand the traditional power
grid. They started to develop the future of the grid, the Smart Grid, also called smart
electrical/power grid, intelligent grid, intelligrid, futuregrid, intergrid, or intragrid.
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Figure 2.3: Elements in a Smart Grid; provided by [19]

A Smart Grid is, as can be seen in Figure 2.3, a smarter, more dynamic and
decentralized version of the 20th century power grid. It is equipped with modern
communication technology and mostly controlled digitally. One-way communication
no longer covers all business needs. Therefore, two-way communication was estab-
lished. The management and maintenance of the grid is done mostly automatically,
so a great amount of new sensors is needed. Self-monitoring helps the grid to operate
autonomously, whereas self-healing tries to prevent power outages. New ways to
design the grids, like islanding, try to prevent big blackouts in case of a failure or an
attack. With all the new technologies, there are also new possibilities for the users;
their selection options increased.

According to [17], Smart Grids can be divided into three parts:

• smart infrastructure system

• smart management system

• smart protection system
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Smart Infrastructure System
The smart infrastructure system [17] provides infrastructure for energy, communication
and information. It has to support two-way communication. This is realized through
a two-way flow of information and a two-way flow of electricity. The two-way flow of
electricity is needed since a Smart Grid allows the users to feed energy back into the
the public mains. Users can use photo-voltaic cells on their houses, for example, to
generate electricity and feed that energy back into the grid. Or the electric vehicles of
users can help to balance the whole grid, by sending power back to the grid when the
peak is high. The balance of the grid is important to prevent power failures, especially
in islanded grids, also called micro grids.
The two-way communication is required for the new devices in the Smart Grid, like
power meters, voltage sensors or fault detectors. Since they can be found on different
levels of the Smart Grid architecture, they receive and send information. More
information about the Smart Grid architecture and the communication can be found
in Section 2.2.1.

Smart Management System
The smart management system [17] provides tools and applications to manage and
control the Smart Grid. Not only does the physical grid become more intelligent
and modern, the management and control processes are also updated with today’s
technology. The power grid realizes various management objectives, such as energy
efficiency improvement, operation cost reduction, demand and supply balance,
emission control, and utility maximization.
Researchers have adopted methods and tools from other domains, like optimization,
machine learning or game theory. For optimization approaches, common mathemat-
ical tools are used, like convex programming, dynamic programming or stochastic
programming.
Machine learning can be used to analyze renewable energy resources in order to
determine which one can be used to maximize profit. Considering the huge number of
different devices, like smart meters, sensors and Phasor Measurement Unit (PMU),
machine learning will become more and more important. Analyzing all different kinds
of data the devices produce is important, otherwise information can be lost or an
attack can go unnoticed.
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Users of a Smart Grid system can adapt their energy consumption to obtain the
cheapest price of energy. They can adapt their consumption to get the cheapest
electricity, by either checking the price manually or having tools which check it
automatically. For pricing methods, existing methods of the game theory and auctions
can be useful. Auctions in a Smart Grid can be used if consumers create a market
for trading energy. Bidding can be used if one user wants to sell energy to others,
especially in micro grids. This method can also help to avoid peaks as the users will
tend to buy cheaper energy.

Smart Protection System
Smart Grid systems [17] must be protected from several threats. Broadly speaking,
they can be divided into two areas: system reliability and failure protection, and
security and privacy.
The first area includes, among others, protection against equipment failure, natural
disasters or inadvertent compromises due to user errors. System reliability is one of
the most important points of a grid system, since a blackout may result in high costs.
The annual costs of outages [17] in 2002 in the USA were estimated at 79 billion
dollars, and the total electricity retail revenue was 249 billion dollars. Another major
problem is region wide blackouts; for example, in the East Coast blackout in 2003, 50
million people in Canada and the USA had no electricity for several days.
Introducing new architectures, such as micro grids to Smart Grids, can improve their
reliability and stability. Adding local power generation decreases the probability
of region wide outages in the surrounding area of the local generators. Another
influencing factor is the measurement systems which are used to monitor reliability
and stability. Another research topic is simulations. By mirroring a real Smart Grid
in a simulation, the behavior and the performance can be observed. In the simulation,
tests can be executed or there can be new technologies implemented without the risk
of a region wide blackout and the follow-up costs.
There are two topics related to failure protection mechanism. The failure prediction
and prevention is done by identifying the weak points and resolving them. These
points can be found by monitoring the system closely, searching for voltage constraints,
thermal limits, etc. Failure identification, diagnosis, and recovery must happen quickly
in order to ensure a fast repair and avoid a cascading event.
The second area is about security and privacy; it includes, for example, deliberate
cyber-attacks, attacks from disgruntled employees, industrial spies, cyber war and
terrorists. More details can be found in Section 2.2.2.
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2.2.1 Smart Grid Architecture

The Smart Grid architecture [2] is a combination of a traditional power grid and a
modern communication network. The role of an energy grid is to provide a communi-
cation level for all different devices, such as sensors or smart meters. A big challenge
for the architecture is to defend the privacy of consumers from the threats of modern
technologies. Another challenge is to provide guaranteed latency and bandwidth for
several applications.
Typically the power grid in [20, 2] is separated into generation, transmission, dis-
tribution and the last mile. The communication grid is separated into Wide Area
Network (WAN), Metropolitan Area Network (MAN), Field Area Network (FAN) and
home area network (HAN).

Figure 2.4: A smart home; provided by [21]

Figure 2.4 shows an example for a smart home, the focus is on the different smart
applications inside the house. [20] divides the Smart Grid into generation, transmission
and distribution. The power generation is dominated by coal, natural gas, fossil oil
or nuclear power. With new technologies and the lack of infinite fossil resources,
new possibilities for power generation were developed, called renewables such as wind
and solar power. These are principally unreliable because there is no perfectly stable
weather. On the generation level, new ways to balance the grid must be found;
therefore Smart Grids must support real-time management of energy generation. The
generation level is entering households and businesses by transporting energy from
private energy producers or by storing dissipate energy in electric vehicles.
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The transmission transports the energy from the generator to substations, by carrying
high-voltage current over long distances. The challenge of transmission is to monitor
and control the grid across a large geographical network. It is important to provide
situational awareness since failure on that level will have far reaching consequences on
the stability of the whole grid. At the transmission, the WAN is used. The needed
reliability will most likely not be provided by wireless technologies. Instead, wired
technologies must be used.
Distribution is defined as the downscaling of high-voltage to lower-voltage and to carry
that from substations to local transformers. The challenge on that level is to monitor
the network for faults and other anomalies and to handle peak data from multiple
sources during power outages. Also the integration of micro generation sources is on
that level of the grid. To handle the communication usually a WAN is used, different
technologies, like Wireless Local Area Network (WLAN), are required.
The last mile denominates the transportation of energy to households and its devices.
It connects consumers with the local transformers; it is also the level where energy
generators interact with energy consumers. The challenge is to support real-time
management of energy generation, distribution, usage and efficiency. The communi-
cation in the neighborhood is a MAN or FAN, in the customers house a Home Area
Network (HAN) is installed. MAN and FAN use the electrical grid to communicate,
whereas the WAN uses traditional network technology.
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2.2.2 Smart Grid Security

The changes which are done to create Smart Grids [2] partially open the electrical
grid to the threats of cyber security. The threats are achieved with different ulterior
motives or goals by several actors, including terrorists, nation states, criminals and
angry employees. The power grid is not the only vulnerable part in the Smart Grids;
the consumption data of customers must also be protected. It is important to protect
the customers privacy, which could be revealed through the fine-grained transmission
of usage data.

The attacks on Smart Grid systems, reported in [2], can occur on different lev-
els, including transmission, distribution and home networks. The attacks can include
different types of attacks, including protocol-based attacks, routing attacks, intrusions,
malware and Denial-of-Service (DoS) attacks. Also the way to get access to the
systems, the attack vectors can vary, such as social engineering, DoS, malicious
activities and physical destruction of the communication structure.

Reported attacks on Smart Grids

In 2009, hackers stole power by changing the power consumption readings of
hacked smart meters. Investigation of the incident also revealed phishing incidents at
an electric bulk provider by detecting malware samples indicated a targeted intrusion
[2].
The first major attack on the critical infrastructure of a country was the Stuxnet
attack [22] in 2010. Stuxnet is a computer worm that was built to spy on industrial
systems and to control WinCC SCADA3 applications on Siemens S7 Packet Loss
Concealment (PLC)4 microcontroller; it was spread over USB drives. Stuxnet was
not only able to increase the speed of the fast-spinning centrifuges, but also made it
appear that the centrifuges were operating normally. It was suspected that the USA
built it to attack the Iranian nuclear facilities.
Stuxnet was no attack on a Smart Grid system, it was an attack on a specific industrial
protocol. Attacks like Stuxnet can happen more frequently as more and more critical
devices are connected to the Internet.

3more details see: http://w3.siemens.com/mcms/human-machine-interface/en/
visualization-software/scada/Pages/Default.aspx

4more details see: http://w3.siemens.com/mcms/programmable-logic-controller/
en/advanced-controller/s7-300/pages/default.aspx

http://w3.siemens.com/mcms/human-machine-interface/en/visualization-software/scada/Pages/Default.aspx
http://w3.siemens.com/mcms/human-machine-interface/en/visualization-software/scada/Pages/Default.aspx
http://w3.siemens.com/mcms/programmable-logic-controller/en/advanced-controller/s7-300/pages/default.aspx
http://w3.siemens.com/mcms/programmable-logic-controller/en/advanced-controller/s7-300/pages/default.aspx
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The Night Dragon attack was a combination of social engineering and well-
coordinated cyber-attacks [23]. The attack was built to gather proprietary information
including documents related to oil and gas field exploration, business negotiations and
details of SCADA systems [2]. The attacks were confirmed to have been ongoing for
over two years and are believed to have origins in China [23].
In 2011, a new form of malware, named Duqu, was discovered [24]. It utilized many
of the same techniques as Stuxnet and contained parts that were nearly identical to
the infamous worm. The similarity led to the hypothesis that these two worms were
created by the same people. Duqu was built with the purpose to collect and steal
information; it includes keystroke loggers, kernel drivers and injection tools. The
worm was found on computers in companies that are manufacturing industrial control
systems.
In 2012, researchers discovered an even more sophisticated malware, called Flame
[25]. It operated in Iran, Lebanon, Syria and other places in the Middle East and
North Africa for at least two years. Like Duqu, Flame also seems to be sponsored
by the same group that was behind Stuxnet. Flame was built to mainly spy on
the users of infected computers and to steal their data, including documents, record
conversations, and take screenshots and keystrokes. Additionally, it adds a backdoor
to the infected system to allow attackers to add new functionality to the worm.
In December 2015, a cyber-attack [26] on the power grid caused a region wide blackout
in Ukraine. Investigators found indications that a malware, called BlackEnergy,
was used by a sophisticated team of hackers to attack six power providers at the
same time. The attack knocked out internal systems which were used to restore
power; computers were destroyed and even the call centers were unavailable. It was
suspected that the Russian government carried out the attack, in order to destabilize
the Ukrainian government during the war about Crimea.
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Security concerns
In [27] five major challenges, faced by computerized security systems related to Smart
Grid system, are identified:

• customer security

• greater number of intelligent devices

• lack of physical protection

• weak industry standards

• large number of stakeholders

In the following section these five concerns are described in detail.

Customer Security
Smart Grid systems have a lot of sensitive information about household activity which
are worth to protect them; they contain detailed information about the customers
behavior. Additionally, there can be an attack through the smart metering technology;
it may open the system for remote control through a system administrator account.
With the enhanced functionality, security failures do not only affect the overall grid.
Instead, they open the possibility to steal information of specific people/households
and to cause blackouts at selected targets.
This concern will require focusing more on a consumer-oriented view of security,
which addresses issues like integrity of data and the authentication of communica-
tions. The authentication also includes the prevention of unauthorized modifications
to Smart Grid networks, the physical protection of Smart Grid networks and de-
vices and the potential impact of their unauthorized use on the bulk-power system [27].

Greater Number of Intelligent Devices
Smart Grids will consist of considerably more digital devices than the traditional grid.
The increasing number of intelligent devices leads to a lot more managing effort. This
dimension is tough to manage manually, as some of the systems will be managed or
monitored automatically, resulting in the system operator receiving a notification in
case of an error. Remote sensors combined with modern monitoring technology will
help to identify bottlenecks and help the grid to operate reliably.
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If we see each device as a theoretical point of access, a growing Smart Grid system
increases the likelihood of a malicious attack. Combined with the knowledge that
some of the used devices may already be old, with an old and easy to crack software,
it is reasonable that the greater number of devices can be a problem [27].

Lack of Physical Protection
Attacks on Smart Grids happen not only digitally, but also physically. The physical
attacks are perhaps even more critical than computer network security. In November
2015 a physical attack [28] on the grid system of Crimea caused a blackout in the
whole country for days. Someone blew up the pylons which brought electricity from
Ukraine.
Building a Smart Grid with an increasing number of critical control devices leads
to an increasing number of insecure physical locations. SCADA systems are located
in secure houses, but smart meters are installed within customers homes. Physical
protection is impossible to guarantee, therefore it is important to expose faults and
malicious activities [27].

Weak Industry Standards
Interoperability and affordability will be key challenges for building Smart Grids;
the devices should be low in price and easy to adapt for mass production. For
those reasons, it is difficult to resist using Internet Protocol (IP) and commercial
off-the-shelf hard- and software. One problem by using these products is, that known
vulnerabilities are also imported. For example, the IP can be used to intrude the
target network unnoticed. The hardware for Smart Grids will be manufactured and
distributed on a mass scale. To keep production costs low, Smart Grid components are
designed with the minimum computational capabilities. This may result in limiting
security measures which perhaps may be state-of-the-art in the future.
Potential attackers do not need to be SCADA experts or have detailed knowledge
about industry specific hardware vulnerabilities. They can now adapt techniques and
vulnerabilities discoverable for Smart Grid attacks [27].
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Large Number of Stakeholders
In recent years, many additional players came in the electricity market. A great
number of stakeholders execute, among others, the electricity generation, the operation
of the grid and retail electricity services. On the one hand, all different stakeholders
have to share data with each other to do their business. On the other hand they want
to hide details to have a market advantage.
With so many stakeholders, nobody feels responsible for the whole grid. No one
owns, designs or operates the global infrastructure. For this reason, a reduced ac-
countability has crept in as an unwanted by-product of the new Smart Grid market [27].

Privacy
One of the big advantages of Smart Grids, their ability to get data from customer
meters and other electric devices, is the weak point from a privacy viewpoint, as
described in [17]. Smart meters store a lot of sensitive information about their owner.
By analyzing the data, it reveals personal information such as individuals habits,
behaviors and activities. If that data ends up in the wrong hands, an attacker can
check when the house owners are not at home, for example.

Figure 2.5: Power usage consumer profiling; provided by [29]

Figure 2.5 shows an example profile of one household. Considering that each device, like
the refrigerator, kettle, toaster and the washing machine, has its own energy fingerprint,
personal habits can be read relatively easily [30].
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If someone has access to a longer period of smart metering data, the customer behavior
can be analyzed even better. Thieves could know when the house owners are home,
marketers could find out when for example the washing machine is broken and the
police could find unusual energy profiles suspicious and check the house.
There are different approaches to protect the customers privacy; [17] lists a few
approaches. One is a distributed incremental data aggregation approach. The data
of all smart meters is aggregated and secured before sending. Another approach is
to anonymize which smart meter the information comes from in a way that the data
cannot be easily associated with a specific person. A different research group proposed
privacy-preserving protocol for billing [31]. The calculations should be done without
disclosing any consumption data.

The challenges of data handling in Smart Grid systems are not only to ensure
privacy and security, it is also the data processing in general. Handling huge amounts
of data, with different structures and data types is another challenge of Smart Grids.
Therefore the methods and application of other domains can be used. The areas of
machine learning or Big Data are already experienced at dealing with large datasets.
This knowledge can be transformed into the Smart Grid domain, which will be
depicted in the next chapter.
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2.3 Big Data Analysis

After introducing the domain of Smart Grids and describing the Big Data and machine
learning domains in general, this section focuses on the utilization of selected tools and
methods, hence providing knowledge to handle huge amounts of data. It starts with
MapReduce which is a basic file handling method which is used by Appache Spark.
Subsequently Spark itself is introduced and an overview of its various modules is given.
Finally with Resilient Distributed Dataset (RDD) the parallel operation workflow is
presented.

2.3.1 MapReduce

MapReduce [32] is a programming model and an implementation for processing large
datasets, Big Data datasets. It was originally developed by Google Inc.5, the name
MapReduce soon became a general term for that concept. They developed a few
different algorithms to, for example, crawl large web documents or web logs. As the
data amount grows, the data started to be stored on different machines in a cluster.
Computations have to be distributed across the cluster in order to get a result in an
acceptable amount of time. MapReduce offers the possibility to do that because the
map and reduce jobs can be distributed easily in a cluster of different machines. The
master process will manage all map/reduce processes and re-execute them if necessary.

Map and Reduce Operations
The two different operations of MapReduce are map and reduce. Figure 2.6 shows an
overview of the dataflow in the MapReduce computation.

5more details see: https://www.google.com/about/company/

https://www.google.com/about/company/
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Figure 2.6: MapReduce workflow; adapted from [32]

The input data in Figure 2.6 is distributed to the different map processes. Ideally
they are executed in parallel in different workers / processes. The mode of calculation
for the map function is provided by the user. As a result, the map process returns
intermediate files, which are stored on local disks. The storage of this intermediate
data files is also called shuffle phase, as the data must be shuffled between the different
machines if it is distributed in a cluster. As soon as all intermediate results are
computed, the map phase is finished.

For each set of intermediate data set one specific reduce function is executed,
the reduce process computes the final results by using an user provided reduce
function. Ideally, these processes are also executed in parallel. The result of the reduce
computation is the end result of the MapReduce process.
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Example

Figure 2.7: MapReduce word count process; adapted from [33]

Figure 2.7 shows an example for MapReduce; it represents a word count process. In
the first step, the input data will be preprocessed. This may include splitting in the
lines or a preprocessing algorithm like stemming or lemmatization6. In this example
the preprocessing consists of removing the stop words and transforming them into
lower case only. The mapping step of this example creates key/value pairs of all words
per line. The key is a word of the text which is analyzed and as value 1 is added. The
value 1 is later needed to sum up all words in the reduce step. These key/value pairs
are stored on the local storage for the next step, the shuffle process. During that part
of the process new lists are created that contain an entry for all keywords, but they
are not summed up yet. This happens in the reduce step, during which the reduce
function add up all words per list. Therefore, the key/value pairs are helpful; for each
entry with the same key, the value is increased until there are no same keys anymore.
The last step is to add all results of the reduce step into one file/storage and return
them as the final result.

6more details see: http://nlp.stanford.edu/IR-book/html/htmledition/
stemming-and-lemmatization-1.html

http://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
http://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
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The code could look like the pseudocode in Listing 2.1. The code was provided by [32].

1 map(String key, String value):
2 // key: document name
3 // value: document contents
4 for each word w in value:
5 EmitIntermediate(w, ’1’);
6

7 reduce(String key, Iterator values):
8 // key: a word
9 // values: a list of counts

10 int result = 0;
11 for each v in values:
12 result += ParseInt(v);
13 Emit(AsString(result));

Listing 2.1: MapReduce word count

MapReduce is used by tools like Apache Spark or Hadoop to process Big Data datasets.
As Smart Grid systems are advancing at a rapid rate, these tools can be used to fulfill
the analytical requirements of Smart Grids. By using those tools in the domain of
Smart Grids, the underlying MapReduce procedure is used to handle parallel worker
threads.
For this thesis project the MapReduce can, for example, also be used to calculate the
K-Means Clustering more quickly.
More details about on of these tools, about Apache Spark are described in the next
section.

2.3.2 Spark

Spark [34] is an open source project developed at the University of California, Berkeley’s
AMPLab7. The code base was later donated to the Apache Software Company that
has maintained it since. Apache Spark [35] is a powerful processing engine, of which
the focus is on speed, ease of use and sophisticated analytics. It is a cluster computing
framework that provides an interface for programming entire clusters with implicit data
parallelism and fault-tolerance.
Spark’s programming interface is based on a data structure called the RDD [36]. A
RDD [37] is a read-only, partitioned collection of records that can be operated in
parallel. More informations can be found in Section 2.3.3.

7more details see: https://amplab.cs.berkeley.edu/

https://amplab.cs.berkeley.edu/
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Figure 2.8: Spark Architecture Overview; adapted from [38]

Figure 2.8 shows an overview of Spark’s Architecture, which will be explained in more
detail in the following sub sections.

Spark Core

Spark Core [36] is the foundation of Spark, the underlying general execution engine for
the Spark platform that all other functionality is built on top of. It manages scheduling,
basic I/O functionalities and the distributed task dispatching. It also provides in-
memory computing capabilities to deliver speed and Java, Scala, and Python APIs for
ease of development. The Spark Core interface manages the operations of RDD, like
map, filter or reduce.

Spark SQL

Spark SQL [39] brings native support for SQL to Spark and enables the querying of
data stored in RDD’s or in external sources. By blurring the lines between relational
tables and RDD’s, it makes it easier for developers to intermix SQL commands querying
external data with complex analytics. It is possible to run SQL queries on imported
data or on already existing RDD’s.
To optimize SQL statements Spark SQL provides a powerful new framework called
Catalyst. Using Catalyst, Spark can automatically transform SQL statements into
more efficient queries. With this framework it is possible to add new optimizations
rapidly, enabling a system to be built more quickly.
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Spark Streaming

Stateful stream processing systems [40] require a low latency, also in case of node
failures. The latency of batch processing tools like Hadoop8 or Storm9 is too high
for near real time processing requirements. The Spark Streaming system helps to fix
this issue by providing a scalable, efficient and resilient batch processing system. The
processed batches are RDDs, named dStreams, which are passed to the Spark Engine.
The result is a stream of processed batches, which can be written to the file system.
That process decreases the latency of batch processing.

Spark’s Machine Learning Library

Spark is efficient at iterative computations, which is why it’s applicable for the develop-
ment of large-scale machine learning applications. MLlib is Spark’s machine learning
library that delivers both high-quality algorithms and a fast engine for large scale
processing. Like Spark, the library is usable in Java, Scala and Python. MLlib’s
profit by the tight integration, through the iterative computation it enables efficient
implementations of large scale algorithms or through provided tools to simplify the
development of machine learning pipelines. Another benefit is data-parallelism or the
model-parallelism to operate and store data.

GraphX

GraphX10 [41] is a distributed graph processing framework on top of Spark, it is its API
for graphs and graph-parallel computation. It combines the advantages of data-parallel
and graph-parallel systems. GraphX works with Resilient Distributed Graph (RDG),
which are an extension of Spark’s RDDs. The RDG’s associate records with vertices
and edges in a graph and provides a collection of expressive computational primitives.
They exploit the advantages in distributed graph representation and use the graph
structure to minimize communication and storage overhead.

8more details see: http://hadoop.apache.org/
9more details see: http://storm.apache.org/

10more details see: http://spark.apache.org/graphx/

http://hadoop.apache.org/
http://storm.apache.org/
http://spark.apache.org/graphx/
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2.3.3 Resilient Distributed Dataset

Resilient Distributed Dataset (RDD) [37], are read-only, partitioned collection of
records that can be operated in parallel. There are only two ways of creating RDD’s,
they can be created through deterministic operations on data in stable storage, or by
using other RDD’s. Each RDD has enough information about how it was rendered;
they don’t need to be materialized all the time. In case of a failure each RDD has
enough information to be reconstructed. They can be distributed across different
machines, based on the key in each record.
RDD’s are structured in objects, and can be any type of Python, Java or Scala objects.
RDD’s can be programmed with Python, Java or Scala, over the Spark application
programming interface.
Spark’s External Datasets [42] are distributed datasets which are created from the
local file system or any storage source supported by Hadoop11. Spark supports all
different input formats of Hadoop, including text files, sequence files, etc.

RDD Operations
RDD’s [42] support two types of operations:

• transformations

• actions

Transformations create a new dataset from an existing one. [42] represents examples
for transformations, Table 2.1 lists some of them.

Transformation Meaning
map(func) Returns a new RDD which contains the results func
groupByKey( [num-
Tasks] )

Returns a list of element per key

reduceByKey(func,
[numTasks])

Returns how many entries are found per key

Table 2.1: Transformations of RDD’s

11more details see: http://hadoop.apache.org

http://hadoop.apache.org
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Actions return a value to the driver program after running a computation on the
dataset. [42] represents examples for actions, Table 2.2 lists some of them.

Action Meaning
reduce(func) Aggregate the elements of the dataset using a function
count() Returns the number of elements in the dataset
countByKey() Returns a hashmap of pairs with the count for each key

Table 2.2: Actions of RDD’s

Transformations [42] in Spark are created with a lazy policy; they don’t compute
their result immediately. Each new RDD remembers the transformations applied to
some base data sets or other stored RDD’s. The actual computation is done when the
RDD’s are used in an action and a result needs to be returned to the driver program.
This lazy storage design enables Spark to run more efficiently, because each memory
access takes time. An example for this design is a map transformation on a dataset
with a following reduce action, here only the result of the reduce will be returned to
the driver and not the larger dataset of the map transformation.
For more information to the MapReduce procedure see Section 2.3.1, particularly
Figure 2.7.

For a better usability the results which Spark provides should be visualized. A
possible method for that is the SOM tools, which is described in the next section.
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2.4 Self Organizing Map

In the 1980s T. Kohonen introduced the Self-organizing Map, a new nonlinearly
projecting mapping. The SOM or the Self-organizing Feature Map (SOFM) in
[44, 45, 46] is a neuronal network that is trained by using an unsupervised learning
algorithm. It analyzes high-dimensional input data and produces a low-dimensional
representation of it. Each input x is assigned to an output neuron c, which is closest
to x. A SOM is pictured as neurons, organized on a regular low-dimensional grid.
Neurons are nodes or units to which the input data is presented. Each neuron has a
weight vector with the dimensions of the input vectors, the neurons are connected to
adjacent neurons by a neighborhood relation.
SOM is a machine learning algorithm, operating in two different modes: the training
and the mapping mode. During training, an elastic net is formed that folds onto the
sphere, created by the input data. Data points of the input space lying near to each
other are mapped to nearest map unit. The training is an iterative process. At each
training, step the Euclidean distance to all weight vectors is computed, which is a
measure of similarity between two datasets. Each input node is examined to find
the neuron whose weight vector is most similar to the input; this neuron is called
the Best Matching Unit (BMU). The goal is to calculate the BMU for all input nodes.

Self Organizing Map Diagrams

The Self-organizing Map offers many different ways to display the data, before
and after the training session. The SOM toolbox [47] for Matlab provides four
different demos projects, to show how diagrams can be implemented in Matlab. The
following will show some of them and can be found in [47].

Figure 2.9 shows three different diagrams. The black dots in Figure 2.9(a) dis-
play the positions of map units. The gray lines show connections between neighboring
map units, which shows the net without the input data.
The Figure 2.9(b) shows the net in the sphere of the input data. The training data is
displayed with the red crosses. The positions of the neurons in the input space are
completely disorganized, since the map was initialized randomly. The third figure,
Figure 2.9(c) shows that the net was trained to fit in the input data. The map
organizes and folds the training data using a sequential training algorithm.
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(a) Map in output space (b) Map in input space (c) Trained map

Figure 2.9: Initialize and train the SOM; SOM Demo 1 provided by [47]

The data in Figure 2.10 consists of 50 samples of three species of Iris-flowers, the data
points contain measurements of the width and height of sepal and petal leaves. The
label associates each sample with the species information.
In Figure 2.10 the Figure 2.10(a) shows that the SOM was able to distinguish between
the different Iris-flowers, sorting the input data into three different clusters. In the
graph Figure 2.10(b) each neuron is named after the commonest data/species. If the
two graphs are combined, the names of the species can be matched to the colors in the
Figure 2.10(a); red is Setosa, green is Versicolor and blue is Virginica.
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(a) U-Matrix (b) Labels

Figure 2.10: U-Matrix & Graph with Labels; SOM Demo 2 provided by [47]

The U-Matrix visualizes the distances between the neurons, or in other words, the
distance between the input values. This thesis project uses the U-Matrix to display
the distances between original data, but also to visualize the results of the K-Means
clustering technique. More details can be found in Section 4.3.1.

In Figure 2.11 each neuron displays the distribution of the data per neuron,
the three graphs show different ways to display the distribution. They are used to
know where which data is strongest.

Figure 2.11(a) shows a single pie chart for each neuron, and each pie chart rep-
resents the relative proportion of each component of the sum of all components in
that set of input data. Figure 2.11(b) shows the same calculation as a bar chart,
the scaling can be unit-wise of variable-wise. Also Figure 2.11(c) displays the same
calculations and shows them as a line graph.
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(a) SOM Pieplane (b) SOM Barplane (c) SOM Plotplane

Figure 2.11: Pieplane, Barplane & Plotplane; SOM Demo 3 provided by [47]

(a) U-Matrix (b) X-coord (c) Y-coord (d) Z-coord

Figure 2.12: U-Matrix and the different Axis; SOM Demo 3 provided by [47]

Figure 2.12 shows a normal U-Matrix and respectively the distribution into the
different axis. This figure can be used to display three dimensional data.

This thesis project uses the SOM mainly for visualization purposes. By using
the figures the input data and the results are displayed. The SOM is also used to
evaluate how many different clusters are optimal for the used clustering algorithms.
The next section will give an overview of the AALA process. It was used to develop
the basic process of this thesis project.
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2.5 Awesome Automatic Log Analysis

Awesome Automatic Log Analysis (AALA) was developed by Weixi Li [3] and
Georgios Koutsoumpakis [48]. Its purpose is to extract features from free text content
of the Radio Base Station’s (RBS) functional test loop logs of Ericsson. The goal is
to detect abnormal log files automatically with the help of machine learning tech-
niques. Different solutions were compared with one other to find the most effective one.

Their process is divided in 3 different stages:

• feature extraction

• feature transformation

• learning algorithm

One of the most important points of machine learning is Feature Extraction (see
Section 3.1); the extraction of meaningful features is essential. For example, the
extraction of irrelevant features can slow down the process. A lot of different features
exist, such as character bi-gram, time-stamp statistic or the number of lines. All
features are combined in a feature matrix; with it they are comparable.

The next step is the feature transformation (see Section 3.2), which normal-
izes the feature matrix and reduces the dimensionality if necessary. The normalization
is done to remove statistical outliers. The dimensionality reduction is done to
uninformative data; the goal is to keep only the data with a specified percentage of
information. This step must be done carefully, even when the data does not contain a
significant amount of information; otherwise these are lost and cannot be used in the
next steps.

The last stage is the learning algorithm (see Section 3.3), where a SOM is
trained with the data. The SOM creates a model for identifying abnormal logs. [48]
uses the algorithm Sofm-Dist and [3] use additionally K-means Variants, DBSCAN
Variants and combinations between the different algorithm.
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Figure 2.13: Overview of AALA 2.0; adapted from [3]

Figure 2.13 shows an overview of the AALA process. It is executed twice, once as
training phase and once as validation phase. In the training phase, old log files are
processed. Using these files, first the feature creation process is done. This contains,
Data Preprocessing, Feature Extraction and Feature Transformations. The resulting
features are used to create the feature matrix, by building this matrix, the log files
can be compared to each other. The feature matrix is used to train the SOM or to
execute other learning algorithms. The data of the training phase will be used to
check against new log files. In the validation phase, a new log file will be process in
the same way, with the same algorithms. By using the model of the training phase,
the log file can be identified as normal or abnormal.

This chapter gave an insight in the theoretical background of this research project.
Starting with the topics of machine learning and Big Data, two future topics were
introduced. The Smart Grid overview gave an outline of its architecture and some
security aspect. It also mentions why private data is worth to be protected. With
the MapReduce process, Apache Spark and their RDD’s a tool was explained with
which the massive amount of data of Smart Grid systems can be processed. The SOM
showed various possibilities to display the data, not depending if the data is already
processed or not. Finally the AALA gave an insight in the example process for this
thesis, the detailed process will be described in the next section.
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3 Algorithms

This chapter provides an insight into required algorithms for the data analysis. It
further explains the prototypical implementation and defines the scientific terms.
The data processing is divided into three steps. First the feature extraction, second
the feature transformation and third the clustering techniques. The feature extraction
analyses the data for possible features to extract. The feature transformation reduces
the dimensions of the data, with help of a PCA. After that the features are transformed
into the needed format for following algorithms. Finally, the clustering algorithms try
to find clusters in the data.
The term feature extraction is widely used, also in other research domains, like image
processing. The definition for this thesis can be found in the next section.

3.1 Feature Extraction

The process of extracting relevant information out of data, [49, 50], is called feature
extraction. The data of which the features are extracted can be, among others, text
files or images. In the context of this thesis, energy consumption files are the focus
of investigation. According to the data, different features can be extracted by using
different algorithms.
A feature can be simply the number of lines per document, or the number of created
documents in a defined time frame. There are also more complex algorithms. The
following section describes some example methods in more detail. Although an brief
overview of this topic is provided, due to the structure of the provided data only the
depicted preprocessing step could be used in this thesis.

Boolean Information Retrieval is one of the simplest methods for informa-
tion retrieval. The process includes preprocessing, creation of an inverted index and
the performing of a query. The preprocessing can include normalization methods
like stemming, removing stop words or replacing numbers/timestamps with specific
characters. The inverted index is a matrix which contains all words of all documents
and the respective occurrence of them per document.

Example:
Document 1: Smart Grid
Document 2: Smart Grid architecture
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Document 3: security and privacy are important in Smart Grids
Table 3.1 shows an example for the inverted index of the three documents.

Term Doc 1 Doc 2 Doc 3
smart 1 1 1
grid 1 1 1
architecture 0 1 0
security 0 0 1
privacy 0 0 1
important 0 0 1

Table 3.1: Example of an inverted index

A query for that document can be for example: {security & grid}, the result for that
is Document 3; since only in Document 3 both terms of the query are present.

The k-gram index is another algorithm to analyze text documents, it is mainly used
for processing wildcard queries. A k-gram is a sequence of k characters, all terms are
separated into all k-grams. With the k-grams also a matrix is built.

Example:
The term July is separated into 2-grams (bi-gram), 3-grams and 4-grams. First a $
sign is added at the beginning and at the end of the word.
2-gram: { $s, sm, ma, ar, rt, t$ }
3-gram: { $sm, sma, mar, art, rt$ }
4-gram: { $sma, smar , mart, art$ }

These k-gram’s can be used for wildcard queries, an example would be ar*.
With this query the not only the smart will be found, also architecture. This method
needs less storage than the Boolean Information Retrieval. The querying is also faster.

The Tf-idf score, short for Term frequency - inverse document frequency, is a
method to rank features of a document. This algorithm is used to identify the most
valuable terms of a document, as rare terms and documents with a more frequent
appearance of the term are more informative. It is often used as central tool for
scoring and ranking a document in regard to a given user query.
An example for Tf-idf can be found in [51].
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Others
Those three algorithms can be used when the data almost only consists of text
data. They cannot be applied to energy consumption files, like those used in this
thesis. By using files which only contain numbers, the feature extraction means to
preprocess the data and to extract all data which is needed for the next processing steps.

Preprocessing
Which preprocessing steps are executed, strongly depends on the used data and on
the later used machine learning algorithms. Among others this can mean to format,
clean or sample the data [52].
Formatting the data means to reformat it in a way that it supports the later used
algorithm. If a machine learning tool is used, it can be necessary to provide the data
in a special format. For example, if Spark is used a simple txt file can be the best
way; but if Matlab is used a csv file can be of advantage.
In addition, the cleaning of data is an optional step in the feature extraction.
Cleaning involves to deletion of unneeded data or fixing missing data. It can also
imply the anonymization of data. Should the data still contain user data which
is worth to protect, these must be removed or obliterated. Especially when the
experiments will be published.
The data can be sampled to have smaller datasets for the prototyping of the
algorithms. Once all algorithms are implemented and the whole process works
smoothly, the entire dataset can be used for running the tests. This helps to have
shorter computation times and less memory requirements. It is important that the
sample dataset represents the whole dataset. If a dataset contains values of various
users over the time period of a month, the sampled datasets could contain the values
of only one user. But it must still represent the data of the whole month.
During feature extraction, especially during preprocessing, data will be removed of the
dataset. For this reason, it is important to invest time and many thoughts into this
step. It is most likely that this step will be adapted during the whole process, usually
at the beginning of a project it is not clear which data, in which format is needed.

As it was mentioned in the introduction of this chapter, the process of feature
extraction is needed for raw and unprocessed data or log files. The provided dataset
was to some degree already preprocessed and structured, only an initial analysis of
the given data structure and preprocessing was required to proceed with the step of
feature transformation which is depicted in the following section.



CHAPTER 3. ALGORITHMS 40

3.2 Feature Transformation

Feature transformation is the step during which all features are combined into a
feature vector. Those vectors are then combined with each other to create the feature
vectors, which sometimes undergo transformation.
Simple feature transformations can be, for example, scaling, partitioning or aggrega-
tion [52].

Scaling of features can mean, among others, to bring all features to a consis-
tent measuring unit. For example, if geographical data from Europe and the USA is
used, one dataset must be changed to miles or the other one to kilometers. Another
form of scaling is to transform features to a specific value range. This can be necessary
if the machine learning algorithms require a special value range, such as a range
between 0 and 1.

The partitioning of features can be to split one feature into more. This can
result into an improved performance or in new possibilities for querying. Potential
features for partitioning are timestamps or addresses. By splitting an address into
separate features, the data can be divided into cities, in neighborhoods and so
on. Another possible need for partitioning is if only one part of the, for example,
timestamp is needed. It is better to split the data at the beginning than to calculate
it later during the machine learning process.

Aggregation is the contrary process of partitioning. It denotes the process of
combining some features into one feature. This can be done if the different features
have one common ground, like all energy consumption data of one user or one
household.
Like the preprocessing, also the feature transformation must be done carefully. All
these processing steps must not sophisticate the data.
During this thesis project mainly the aggregation step was done. The used dataset
consists of energy consumption data of 103 users. The data was aggregated into one
dataset for each user. This was done for a faster processing and to be able to compare
two dataset of the same user.
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Principal Component Analysis
The Principal Component Analysis (PCA) [53] is used to identify the dimensions which
contains the most relevant information of a dataset. It is set in many different areas,
from neuroscience to computer science. The results of the PCA can be used to reduced
the dimensions which contain the least information.
This is done with the following calculations.
In Equation 3.1, the mean value x̄ of each column is calculated. The value of n is the
total amount of all used values, x is the current used value for calculation.

x̄ = 1
n

n∑
i=1

(xi) (3.1)

With the mean value, the standard deviation sj can be calculated, see Equation 3.2.
Therefore the original value xi is reduced by the mean value x̄.

sj =
√√√√ 1

n − 1

n∑
i=1

(xi − x̄)2 (3.2)

By standardizing the data matrix x, the standardized data matrix Z = zi, see Equa-
tion 3.3, is created.

zi = xi − x̄

sj

(3.3)

R = 1
n − 1 · ZT Z (3.4)

Equation 3.4 creates the correlation matrix R, it is used to calculate the Eigenvalues and
Eigenvectors. An Eigenvector describes a vector which does not change its direction by
multiplying it to the matrix, it is stretched at the value of the Eigenvalue. By assorting
the Eigenvalues in a descending order, the most important dimensions or columns can
be identified.
By multiplying the data with the new coordinates, the data is transformed to the new
order. The result will present the most relevant dimensions first. But deleting the not
so important ones, the dimensions can be reduced.
The PCA does not reduce the dimensions automatically, but the result can be used for
doing that.
The features are now in the correct format for the next step, the clustering process.



CHAPTER 3. ALGORITHMS 42

3.3 Clustering Algorithms

Cluster analysis or clustering [54], is a technique which attempts to group unstructured
data into clusters. This analysis is used in many fields, including machine learning,
data mining, pattern recognition, bio-informatics and computer graphics.
Like in machine learning (see Section 2.1.1), the clustering is also divided into su-
pervised and unsupervised techniques. Since clustering is used in so many different
domains, many different clustering algorithms exist. The unsupervised algorithms are
established more as clusterings.
In this thesis, the following two clustering algorithms are used.

• K-Means

• Hierarchical Clustering

The following section describes the two of them in more detail.

3.3.1 K-Means

The K-Mean clustering algorithm [55, 56, 57] tries to find a bulk of k clusters in the
data cloud. The number of k, of clusters, is set by the user.
At the beginning the data bulk is divided into k clusters and k centroid for the clusters
are set. A centroid is the center of the respective cluster. The initial set of the clusters
centroid is important. It can speed up the algorithm and decrease the computation
times. There are different possibilities to do that; one is to set them randomly. If
there is some knowledge about the data existent, the centroids should be set manually.
The algorithm is divided into different stages.
Stage 1: For each point the nearest and the second nearest centroid are calculated.
Each point get assigned to the closest centroid.
Stage 2: Calculate the new centroids for all k clusters. The centroid is the averages of
points contained in the respective cluster.
Stage 3: Calculate the closest centroid again. If any data point would change its
related centroid, Stage 1 and Stage 2 need to be executed again.

This process, depending on the size of the data, can take a long time. The ter-
mination condition is either the user defined number, or that there are no changes in
the clusters any more.
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Figure 3.1: K-Means Iterations; provided by [58]

Figure 3.1 shows an example for the iterations in the K-Mean process. The updating
of the centroids can be seen best from Iteration 1 to 2. The difference can be seen
because the starting points, the starting centroids, were randomly initiated. The
K-Mean process in this example is finished after 9 Iterations, as there were no changes
between Iteration 8 and 9.

Advantages
K-Mean may have a better performance than hierarchical clustering, by applying to
large datasets. At spherical data clouds, K-Mean may calculate more exact clusters
then hierarchical clustering.
Disadvantages
The initial placement of the centroids can affect the outcome; two starting criterias
can result into different clusters. Therefore it is difficult to compare the quality of
K-Mean runs. Another problem is the user-defined k; most times it is difficult to
predict what k should be. It is possible to run K-Mean sets with different k’s, but this
is a time consuming action.
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3.3.2 Hierarchical Clustering

Hierarchical Clustering [59, 60] has a different approach to find clusters than K-Mean.
There are two different ways to calculate the clusters:

• Agglomerative Hierarchical Clustering

• Divisive Hierarchical Clustering

The agglomerative approach is the bottom up approach. Initially, all data points
represent their own cluster. Each iteration will combine some clusters by following one
of the later described conditions. This process is continued until the required amount
of clusters is reached.
The other one, the divisive, is a top down approach. The initial set is one huge
cluster, which contains all data points. With each iteration, the big cluster will be
split into more smaller clusters. This process also follows the calculation rules. The
process is finished if the user defined amount of clusters is achieved.

The cluster can be combined or segmented in three ways:

• Single-Link Clustering

• Complete-Link Clustering

• Average-Link Clustering

The single-link can also be called ‘nearest neighbor method’. It combines two
clusters, which contain the closest pair of elements. Therefore, the smallest data point
of each cluster is used.
However, in the complete-link, the greatest value of each cluster is used. With that
it tries to find the data point with the longest distance. It is also called the furthest
neighbor method.
The last calculation method is the average-link. As the name already says, the
link combines cluster where the distance value is equal to the average distance. This
method uses any data point of the clusters.
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The distances from one data point to another are calculated with, among others, the
Mahalanobis distance1 or for text files the Levenshtein distance2. The similarity of two
data points can be calculated with, for example, Jaccard, Simple Matching or Dice
procedure.

(a) Dendrogram (b) original data points

Figure 3.2: Dendrogram; adapted from [61]

Figure 3.2 shows an example for hierarchical clustering. Figure 3.2(a) displays a
dendrogram, the tree diagram of the algorithm. The arrows indicate the start and end
of agglomerative and divisive clustering. The black dots represent the data points.
Directly next to the point is the iterative number of the data.
Figure 3.2(b) displays the original data. It shows how the data is distributed in a
two-dimensional space.

1more details see: http://blogs.sas.com/content/iml/2012/02/15/what-is-
mahalanobis-distance.html

2more details see: http://people.cs.pitt.edu/~kirk/cs1501/assignments/
editdistance/Levenshtein%20Distance.htm

http://blogs.sas.com/content/iml/2012/02/15/what-is-mahalanobis-distance.html
http://blogs.sas.com/content/iml/2012/02/15/what-is-mahalanobis-distance.html
http://people.cs.pitt.edu/~kirk/cs1501/assignments/editdistance/Levenshtein%20Distance.htm
http://people.cs.pitt.edu/~kirk/cs1501/assignments/editdistance/Levenshtein%20Distance.htm
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Advantages:
The hierarchical clustering does not need a number of clusters. If none are given, the
algorithm automatically calculates all existing clusters. It is easy to implement and
the visualization makes it easy to reconstruct the calculations.

Disadvantages: The algorithm is time consuming, especially for massive datasets
this can be a problem. It is sensitive to noise and outliers and it can have problems
with different sized clusters. Another problem can be the identification of the correct
number of clusters in the dendrogram.

The process for this thesis project consists of three steps, the feature extrac-
tion, the feature transformation and the clustering algorithms. This section described
the thesis project in theory, whereas the next section describes the practical part of
this work.
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4 Prototypical Implementation and Evaluation

The goal of this thesis is to detect abnormal log files in Smart Grid systems, by using
algorithms know of the areas Big Data or machine learning. Abnormal log files in
Smart Grids could simple mean that the house owner changed, that someone in the
household got sick or they are on vacations. But abnormal log files can also mean an
attack on the Smart Grid, a data theft or an electricity theft. As the test data consists
of energy consumption files, the main focus is on detecting electricity thefts.

This project must consider all aspects of the information handling process, starting at
data acquisition, along with data preprocessing and the data processing. In the data
processing step, the first thing to do is the feature extraction. Once the features are
extracted, it could be necessary to transform them. If they are in the correct format
for the selected algorithm, the algorithm must be executed and the results visualized.
The visualization is at the same time the reporting. To identify the reason for the
abnormality expert knowledge is required.
The implementations are done in Matlab because Matlab offers the SOM Toolbox,
which is used for most visualizations. In addition the MlLib of Spark only offers an
implementation for K-Means and not for Hierarchical Clustering.
The following sections will show the implementation of this information handling
process. Section 4.1 gives an insight in what kind of features were extracted, Section
4.2 illustrates how the extracted features were transformed to be most expressive. In
Section 4.3 the algorithms are implemented and the results analyzed. This section
will also summarize the main results and discuss them.

4.1 Feature Extraction

The feature extraction is the first step of the information handling process. Before the
decision about the most effective features can be made, the data structure must be
analyzed.
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Data Structure
The Australian Government provides all kind of public data on their data platform1.
They provide access to high value and machine readable datasets for scientific and
testing purpose.
[62] is one of their Smart Grid data sets, it is called ‘Electricity Use Interval Reading’.
The dataset contains data of a Smart Grid test run, the data was collected over the
duration each household participated in the trial. The data displays meter readings
in Kilowatt hours(kWh), representing the electricity consumption in a time interval of
30 minutes.

The used test dataset [62] contains more information than needed. It encloses
10 columns, with the following information. Table 4.1 displays the data fields with the
respective data type.

Data item Data type
id Integer
customer id Integer
reading date and time DateTime
calendar key Integer
event key Integer
general supply kWh Float
controlled load kWh Float
gross generation kWh Float
net generation kWh Float
other kWh Float

Table 4.1: Structure of the test data

Table 4.2 shows an excerpt of the data set. The id is a sequence number with which
the lines can be uniquely identified; in other words, it is the primary key. The customer
id is used to assign lines to a specific user, for privacy concerns it is important that
this is filled with a key and not with information like the real name or the address.
The reading date and time as well as the calendar key represents the time interval of
30-minute. The calendar key stands for a specific date, allowing different users to be
connected easily. In the last column, the general supply Kilowatt hour (kWh) displays
the value of the energy consumption for a specific 30-minute time frame.

1more details see: https://data.gov.au

https://data.gov.au
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id c_id date c_key general_kwh
287989229 8679054 2012-11-27T09:00:00 277936 0.324
287989230 8679054 2012-11-27T09:30:00 277939 0.20200001
287989231 8679054 2012-11-27T10:00:00 277942 0.24600001
287989232 8679054 2012-11-27T10:30:00 277945 0.242
287989233 8679054 2012-11-27T11:00:00 277948 0.14

Table 4.2: Excerpt of the dataset

For this thesis only the customer id (c_id), the reading data and time (date), the
calendar key (c_key) and the general supply kWh (general_kwh) are used. The other
columns contain no useful information for this thesis. The file consists of more than
310 million records, only the first 500.000 records were used.

Preprocessing
The preprocessing in this work consists of three different steps:

• remove date

• remove columns without information

• split file to users

During the preprocessing step for this thesis the reading date and time was removed.
First because the date is represented by the calendar key and second because working
with an integer value is simpler then with a time stamp. Another reason is that
the compilation of the time stamp can vary, depending on the date format in the
respective country or time zone.
To identify if other columns can be removed, the Principal Component Analysis was
executed. The PCA identifies the columns with most and less information. The result
of the PCA can be used to reduce the number of columns and with that the amount
of dimensions.
The PCA reveals that not only the reading date and time column can be removed,
but also the columns event key, gross generation kWh, net generation kWh or other
kWh. A closer look on the content of these columns reveals that they are only filled
with zeros. So they do not contain any meaningful data. Removing those columns
can either be done manually by copying only the needed column to a new matrix or a
new file. Or the result of the PCA is used to reduce the number of columns and with
that the number of dimensions.
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After removing those columns of the file, the initial data was partitioned into
several files. Each one of the new files contains all data of one user. This is mainly
done for a faster processing in the next steps. With that, it is also possible to
execute the next algorithms in parallel on one or more machines. The paralleliza-
tion does not have to be done manually; Spark (see Section 2.3.2) will take care of that.

Feature Extraction
In this project there are several feature extraction processes. Initially the user id,
the calendar key and the general supply kWh are extracted as features. These three
features are needed for the third preprocessing step.
After the segmentation into users the user id is no longer needed. Which means that
at the second feature extraction process only the calendar key and the general supply
kWh are extracted as features.
At last feature extraction process, only the general supply kWh are extracted. This is
the feature with which all calculations and visualizations are done.

4.2 Feature Transformation

The goal of feature transformation is to get a feature vector with which two different
datasets can be compared to each other. How the feature vector is structured and
which kind of information is added to it, is important, as it refers to performance and
memory capacity.
In this thesis, the feature vector contains the power consumption data per user, sum-
marized per day. That means each line represents the data for one day. As the time
interval is 30 minutes, there are 48 values per line.
By creating this feature vector, the data of different users can be compared, grouped
by the date and time. This comparison may be used to compare users of the same
neighborhood, or user of the same feature class. Users can be classified, among others,
based on where they live or their living conditions, such as family or single.
The generated feature vector is used for the following algorithms and visualizations.
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Figure 4.1: Energy consumption values of one user on one day

Figure 4.1 shows the energy consumption of one household spread over one day. Just
by analyzing this figure it can be seen that this user most likely got up between 5-
6AM and is not at home in the morning. Especially around lunch time there is a huge
amplitude, which could mean that the house owner was cooking. Another amplitude
between 9PM and 11PM could indicate that the house owner watched television before
going to bed.

4.3 Results

The following subsections will show the implementation of the respective algorithm.
The theoretical knowledge of that is described in Section 3. Each subsection will show
the results for the implementation and discuss them.

Used data
The original dataset contains the energy consumption data of one user. It includes
the values for in total 103 days, each with 48 measured values.
The original idea for this thesis project was the analysis of real data from the industry
and the utilization of Apache Spark as a Big Data analysis tool. The real data should
have contained one dataset without an attack and one where an attack happened.
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As due to organizational difficulties and time constraints no industrial data could be
provided by the research partners, example energy consumption datasets (see Section
4.1) were used instead.
This project has, beside of the original dataset, also a manipulated one. This
manipulated data was created manually. Two different datasets were created:

Dataset A
This dataset contains only slightly manipulated data. The values of 5 days were
changed. It simulates a minor data manipulation. This dataset can point towards
a minor intrusion or a short-term power theft.

Dataset B
This dataset contains only manipulated data. To each value a random number
was added. The random number is between the minimum and maximum value
of the original dataset. Which means, the addition will not structure the data in
a different way. This dataset can represent a electricity theft, because all values
are higher than the original ones. But it can also indicate a change of the house
owner or a change in the house owner’s behavior.

The manipulated dataset were created to simulate the mentioned situation.
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Visualization of the original data
For this thesis, first the original data was visualized. Figure 4.2 shows an overview of
the energy consumption of one user, where all days are combined into one figure. The
average of this consumption data can be found in Figure 4.3.

Figure 4.2: Complete energy consumption of one user

Each color in Figure 4.2 represents one weekday. The Figure is quite confusing, it is
difficult to discern a meaningful conclusion. Nevertheless, some peaks can be seen; the
yellow curve indicates that the user comes home earlier on Fridays. The peak in the
Saturday nights could indicate a party.
All these analyses are very vague, that leads to need for other techniques. The next
Figures show a simple approach to display the data. The following sections in this
chapter give information over the used clustering techniques and their results.

Figure 4.3 shows the average consumption value of one user. It is another way
of displaying all days of one user, the information is displayed more clearly. But also
this visualization is not ideal, all outliers are not visible anymore. This type of Figure
can be used to analyze the user behavior, it is not useful to find manipulated data.
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Figure 4.3: Average energy consumption of one user

Visualization of original and manipulated data
Already with simple figures like these, changes in the data can be seen. Figure 4.4
displays the same average figure than Figure 4.3, additionally it shows the curves of
manipulated data, as a red line.
For Figure 4.4(a) the manipulated data Dataset A was used; for Figure 4.4(b) Dataset
B.

(a) Dataset A (b) Dataset B

Figure 4.4: Data distribution, original and manipulated
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Figure 4.5 shows a different way to visualize the differences between the original and
the manipulated datasets.

(a) Dataset A (b) Dataset B

Figure 4.5: Data distribution, original and manipulated

Figure 4.5 displays a 3D plot of the original dataset with both manipulated ones. The
red plus stands for the original data, the blue one for the manipulated datasets. The
green plus in both subgraphs displays the initial SOM map vectors.
In those two figures the difference in the data distribution can be seen. Dataset B
contains widely changed values, whereas Dataset A is mostly like the original data.
This kind of figures can compare data, among others, such as comparing two different
years of one user or of several months. With these graphics an operator can see
easily if there have been any changes in the user behavior. Combined with additional
knowledge, this can be an easy way to see minor and big changes.

All figures in this section were created with prior knowledge about the data.
This procedure is a supervised learning technique, whereas the clustering methods
were executed without any knowledge about the data. The possibility to execute
cluster algorithms on data where no knowledge is available, is a big advantage of them.
Executing clustering algorithms is more complex and time consuming than creating
figures like those above. In the next sections the results for K-Means and Hierarchical
Clustering will be shown.
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4.3.1 Self Organizing Map

The SOM (see Section 2.4) is an unsupervised learning algorithm; which can be used
to display high dimensional datasets in lower dimensional spaces. The SOM can be
used to visualize results from other algorithms or to analyze the raw data by itself. As
the SOM algorithm can analyze and visualize each dataset without prior knowledge, it
is an important tool in Data Mining.
[47] provides a SOM toolbox for Matlab. [63] shows an overview of the broad range of
options within the SOM Matlab toolbox.

(a) Map in output space (b) Map in input space (c) Trained map

Figure 4.6: SOM Training

In a first step in this section the SOM was trained on the original data. Figure 4.6
shows the difference between the plain SOM grid and the start and end of the training.
In Figure 4.6(c), the trained map displays how the SOM adapts to the dataset.
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These figures were generated with energy consumption data of one user over a time
period of three days. A small neighborhood radius was chosen, which regulates the
flexibility of the grid, the higher it is, the more rigid is the SOM.
The trained dataset, the results of this training step, is the base for the other SOM
related queries and figures.

(a) Original data (b) Manipulated Dataset A (c) Manipulated Dataset B

Figure 4.7: Data distribution, original and manipulated

Figure 4.7 displays the trained data in the form of a SOM U-Matrix. Figure 4.7(a)
represents the distribution of the original dataset, whereas Figure 4.7(b) and Figure
4.7(c) show the respective manipulated dataset. The different colors in these Figures
indicate the distribution of the data. A blue dot indicates a small value in the dataset,
while a red dot stands for a higher value. The values of these graphs represent single
power consumption values, as the datasets consist of energy consumption data.
With the U-Matrix figures it is possible to see clusters in the original dataset and in
Dataset A. Dataset B (Figure 4.7(c)) is chaos, which is because random values were
added to the original data.

If the data is grouped into one figure, the anomalies can be seen clearly, as
shown in Figure 4.8. Figure 4.8(a) displays a mixed dataset, containing the original
data and Dataset A. No obvious clusters are visible, broadly speaking, three cluster
can be identified. One with the orange and yellow dots at the bottom, one cluster
with cyan and one with blue dots. Much more clear is the distinction in Figure 4.8(b).
The blue dots at the top and at the bottom indicate two different clusters, separated
by a few higher values in the middle.
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(a) Original data + Dataset A (b) Original data + Dataset B

Figure 4.8: U-Matrix with mixed datasets

Matlab’s SOM Toolbox also offers functions for K-Means and Hierarchical Clustering.
Those are explained in the following sections.

4.3.2 K-Means

K-Means is a clustering algorithm; it tries to find k clusters in Big Data clouds. The
difficulty is to find the best value for the parameter k.
SOM provides a function with which a variety of k can be tested. The function is
called kmeans_clusters, which applies the K-Means algorithm to the original dataset
with different values of k. The code can look like the pseudocode in Listing 4.1. The
code example was provided by [63].

1 [c, p, err, ind] = kmeans_clusters(sM);
2 [dummy,i] = min(ind);
3 som_show(sM,’color’,{p{i},sprintf(’%d clusters’,i)});
4 colormap(jet(i)), som_recolorbar;

Listing 4.1: kmeans_clusters example

Figure 4.9(a) shows the result of Listing 4.1, it was executed with the original dataset.
In Figure 4.9(b) the clusters where manually superimposed over the U-Matrix, display-
ing the original data. This was done to get a better visualization of the 7 clusters in
the original data.
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With the overlay of the clusters, the 7 clusters can be recognized more easily. This
function was executed for each dataset, the original, the manipulated and two mixed
datasets. The resulting k’s were used to execute the K-Mean algorithm.

(a) Cluster (b) Cluster superimpose over original data

Figure 4.9: Clusters of the original dataset

For all dataset, which are used in this thesis, the SOM kmeans_clusters have been used
to generate the different k’s. Table 4.3 shows the respective k values for them.

Dataset k (# Clusters)
Original data 7
Dataset A 9
Dataset B 10
Original data and Dataset A 10
Original data and Dataset B 2

Table 4.3: Values for k

The k values from Table 4.3 were used for the K-Means algorithm. For the computa-
tions, the Matlab function kmeans was used, the visualization was done with the plot3
method. The number of training steps is 500.
Figure 4.10 shows the result of the K-Mean algorithm for the single datasets. The
Centroids represent the center of each cluster. As the values for k are between 7 and
10, the results contain up to 10 clusters. Figure 4.10 shows that it is not possible to
differentiate between the single clusters, the same applies to identifying all centroids.
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(a) Original data

(b) Dataset A

(c) Dataset B

Figure 4.10: K-Means results
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Figure 4.11 displays the the mixed dataset of Dataset A and the original data. The
K-Means algorithm was executed twice, once with a k of 10 and once with 2. This
figure shows that a reduction of k will not lead to a more clear Figure.

(a) k = 10 (b) k = 2

Figure 4.11: K-Mean results for mixed dataset A

The Figure 4.11(b) displays the same dataset as Figure 4.11(a), the only difference is
the value of k. Figure 4.11(b) shows even more how shuffled the mixed dataset is. It
is not possible to divide them into two clusters. Also the Centroids are almost next to
each other.

The result for the mixed data with Dataset B looks completely different. Here
also a k of 2 was used to generate the K-Mean. The result can be seen in Figure 4.12.
The data points can be separated into two clusters easily, also the Centroids are clearly
apart from each other. This means that datasets which are broadly manipulated
datasets can be distinguished more easy than others. Datasets with just a few
manipulations consist as many clusters as the original datasets.
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Figure 4.12: K-Mean results for mixed dataset B

The difference between Figure 4.11(b) and Figure 4.12 indicates that the K-Mean
clustering algorithm works well if the mixed dataset contains varying values. It cannot
detect if a few values were manipulated. This knowledge in a Smart Grid system can
be used to identify, for example, energy thefts.

The next section will apply the hierarchical cluster algorithm to the same datasets.
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4.3.3 Hierarchical Clustering

Hierarchical clustering is another way to cluster data. It tempts to build a hierarchy
of clusters. As stated in Section 3.3.2, hierarchical clustering can be done in two
different ways, agglomerative or divisive. In this thesis the agglomerative approach
was used, in other words, the bottom up approach.

The following figures show the results for the hierarchical clustering function of
Matlab. Listing 4.2 presents an example code for the algorithm.

1 D = pdist(userData, ’euclid’);
2 Z = linkage(D, ’ward’);
3 c = cluster(Z,’maxclust’,nrCluster);
4 dendrogram(Z)

Listing 4.2: Example code for hierarchical clustering

pdist calculates the Euclidean distances between all data points. linkage create a tree
out of the distance data. cluster uses the built tree to construct clusters. Finally the
dendrogram plots the hierarchical cluster tree.

The following figures show the hierarchical cluster tree and the clusters itself
for each dataset. The clusters are displayed with a scatter3.
The number of clusters is the same then the k-values from above Table 4.3.

(a) Dendrogram (b) Scatter plot

Figure 4.13: Hierarchical clustering for the original dataset
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Figure 4.13 displays the results for the original dataset. Like in the results of K-Means,
it is not easy to distinguish between the different clusters.

(a) Dendrogram (b) Scatter plot

Figure 4.14: Hierarchical clustering for Dataset A

(a) Dendrogram (b) Scatter plot

Figure 4.15: Hierarchical clustering for Dataset B

Figure 4.14 and Figure 4.15 show the results for the two manipulated datasets, Dataset
A and Dataset B. Also in those results, it can be found that the number of clusters is
high, making it difficult to distinguish between them.



CHAPTER 4. PROTOTYPICAL IMPLEMENTATION AND EVALUATION 65

(a) Dendrogram (b) Scatter plot

Figure 4.16: Hierarchical clustering for the mixed dataset with Dataset A

In Figure 4.16 the results for the mixed dataset can be seen, it consists of the original
dataset and Dataset A. The number of clusters for that data is also 10, so the boundaries
are difficult to spot.

(a) Dendrogram (b) Scatter plot

Figure 4.17: Hierarchical clustering for the mixed dataset with Dataset B

By contrast to Figure 4.17, in the results of this dataset, original data mixed with
Dataset B, the boundaries are easy to see. In the dendrogram as well as in the 3D plot.
Like in the results of the K-Mean algorithm it is more easy to distinguish between the
original dataset and Dataset B, than it is with Dataset A. Especially in Figure 4.17(a)
the segregation of the two cluster can be seen easily.
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(a) k = 10 (b) k = 2

Figure 4.18: Hierarchical clustering for the mixed dataset with Dataset A

Like Figure 4.11 in Section 4.3.2, Figure 4.18 also shows that just reducing the number
of clusters does not help to improve the results. The hierarchical clustering algorithm
was executed for the mixed data, which includes Dataset A. In Figure 4.18(b) the
number of clusters is 2, and the algorithm divides the data into two clusters. However,
a distinction between them is no longer possible.

The results of the hierarchical clustering algorithm are similar to those of K-Means;
especially in the dendrogram the clusters can be seen easily.
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4.3.4 Summarized Results

The best results of this thesis project have been achieved by using the mixed dataset
B. The dataset consists of the original dataset and the manipulated Dataset B.

(a) K-Means (b) Hierarchical Clustering

Figure 4.19: Results for mixed dataset B

Figure 4.19(a) was created by using the K-Means algorithm, whereas Figure 4.19(b)
was created by using the Hierarchical Clustering method. Both Figures display the
energy consumption data of one user, measured over a period of 103 days.
It is possible to distinguish between the clusters of original and manipulated data. In
both figures the original dataset is displayed with blue dots, the red dots represent the
manipulated data.

The process which is described in this thesis can be used to detect two differ-
ent energy consumption datasets in one data cloud. The described results show that
the algorithms work better for data with many manipulations.
This thesis also shows, that it is mandatory to have a valid dataset which can be used
as comparison in order to detect manipulations.
The next and last section will give an overview of the results and conclusions of this
thesis.
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5 Conclusion and Outlook

The final chapter of this work will summarize the work done and will give an overview
of the main achievements as well as an outlook to possible future work.

5.1 Summary

Smart Grid systems are the future of electrical grids. While having the same base,
Smart Grid systems are filled with modern communication technology. A Smart
Grid has many advantages, like a more flexible way to buy or distribute electrical
power. It also has some disadvantages, like a possible lack of security. By introducing
the modern communication technology, the grid was partly opened to new threats.
The grid’s threats are no longer only physical ones, the new ones are, among others,
cyber-attacks, intrusions or cyber theft of user data which is worth to protect.
This thesis attempts to improve the security of Smart Grid systems by analyzing
the energy consumption data to find abnormal behaviors. The data is analyzed with
known techniques from the machine learning and Big Data domains. The goal is to
provide ways for an operator to compare data of two different time periods, after
which the result shows if there are anomalies or not. Anomalies do not necessarily
mean that an attack happened; they can also result of a change of the house owners.
The operators can feed the algorithms with more detailed knowledge, in order to get
better results.
The original idea for this thesis was the analysis of real data from the industry and
the utilization of Apache Spark as a Big Data analysis tool. The real data should
have contained one dataset without an attack and one where an attack had happened.
As due to organizational difficulties and time constraints no industrial data could be
provided by the research partners, example energy consumption datasets (see Section
4.1) were used instead. As this thesis also needed data where an attack happened,
the original dataset was manipulated and two new datasets were created. These new
datasets indicate two different attack scenarios (see Section 4.1).
The example dataset is an open source dataset, provided by the Australian govern-
ment1.

1more details see: https://data.gov.au

https://data.gov.au
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For this work the data was analyzed first; in order to choose the best features for the
feature extraction (see Section 4.1), the data must be understood. This step is more
complex in the case that the provided data consists mainly of textual content. In
this thesis the data consists of numerical values only and is already pre-structured.
Therefore, only the preprocessing step of the feature extraction process was executed.
Secondly, the feature transformation (see Section 4.2) must be done. This process
depends on the used data, and on the used algorithms. To find out which dimensions
of the data contains fewest of information a Principal Component Analysis (PCA) is
done. The extant data was combined to represents days of energy consumption, that
transformation step enables to compare the data with other datasets of the same or
other users. And third the algorithms (see Section 4.3) were executed. This thesis
used clustering algorithms, more precisely, the K-Mean (see Section 4.3.2) and the
Hierarchical Clustering algorithm (see Section 4.3.3). The results were diagrammed,
to provide the operators a good outline of them. Additionally to the mentioned
clustering algorithms, the dataset was trained on the SOM (see Section 4.3.1). The
SOM validated the results of the clustering techniques.
As the used data was no real Big Data, there was no need to implement it with Apache
Spark, the algorithms were instead executed with Matlab. Using Apache Spark only
provides algorithmic benefits if the datasets are huge.

The next section will discuss the results in more detail.

5.2 Main Achievements

The used clustering techniques were chosen because they are well known in the domains
of Big Data and machine learning. Both of them are categorized as unsupervised
learning algorithms. The methods were executed on energy consumption data and the
testing dataset contained daily power consumption data of one user, of in total 103
days.
For testing purposes, two datasets were manipulated. Dataset A contained mostly
original data, only about 5% of the values were changed, whereas in Dataset B to all
values a random number was added. Both datasets still represent the daily energy
consumption structure.



CHAPTER 5. CONCLUSION AND OUTLOOK 70

The main conclusion of this work is that the clustering techniques are working if there
have been bigger changes in the data. Both clustering techniques, K-Mean and Hierar-
chical Clustering and the SOM, detected the two different clusters in the mixed dataset
which contained Dataset B. They did not work well with a datasets where only minor
manipulations were done. By using these two clustering techniques, two different en-
ergy consumption datasets can be located in a data cloud. This enables a possible way
for an operator to compare the logs of the same household. If the presented algorithm
discover anomalies, the operator can trigger further investigations.
This thesis outlines an overall process to find find clusters in energy consumption data.
The process itself is very flexible and can easily be adapted to other kind of data, or
other algorithms. The final section will describe some possible future enhancements.

5.3 Future Work

One possible future enhancement would be to change the learning techniques from
unsupervised to supervised algorithms. By adding expert knowledge to the analyses
process, the differentiation between clusters could be more fine-grained. Not only
would the results spot more minor manipulations, but adding knowledge would open
the process to more possible techniques.
Adding expert knowledge does not only include knowledge about the Smart Grid and
user-specific information. Also data such as weather details, geographical data or
date-specific data. With details about the weather during the specific time frame, like
heat-waves or thunderstorms abnormal power consumption levels can be explained.
The geographical data could be used to create area specific profiles. Date-specific
data can include information about the weekday or about special events. The power
consumption levels usually are different between the week or on the weekend. Special
events, like popular sport games, could also results into higher consumption data.
Another possible future enhancement would be to add a tolerance level. By using the
information above, an expert could define specific tolerance levels per neighborhood.
With that, the follow work could be reduced.
The third enhancement could be to use the enhancements from above and build an
automatic alarms system. The system would notify an operator if anomalies over the
threshold were found.
The fourth enhancement would be to actually use Big Data. Once, real log data
is available the process can be implemented with Apache Spark. Currently, Apache
Spark only supports the K-Mean algorithm, which means the Hierarchical Clustering
algorithm would also need to be implemented.
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