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Abstract

Business processes can be sophisticated if implementing various kinds exceptional
paths. Instead of modeling every possible deviation of a path in a predefined pro-
cess definition, exceptional paths can be added on demand. However, such flexibility
requirements bring business process management systems to the limits of its capacity.

Runtime flexibility, whether triggered by process model optimizations or needed for
ad hoc changes represents a key requirement in today’s process aware information
systems. Beside stating prerequisites for providing robust support for flexible scenar-
ios from a technical point of view, additional features needed for the convenient usage
by end users are discussed. By providing comparison between four process engines,
which offer support for runtime flexibility, enables practical insides in those capabili-
ties of real world solutions. Limitations of flexibility features for each business process
solutions compared are discussed respectively.

Restrictions on flexibility features depend on the overall concept. BPMN (Business
Process Model and Notation) seems to be not appropriate for the demand of flexibil-
ity in business processes. Despite the fact that there are alternative concepts avail-
able, BPMN as the de facto standard cannot be substituted that easily. Additionally,
process management systems consist of several components, which make them to
the complexity hiding solutions they are today. However, solely making technology
mature for instant changes does not imply the convenient execution of exceptional
situations. Nonetheless, it defines a fundamental requirement.

Dynamic processes already can be implemented to a certain extent. Unpredictability
can be handled as well with the help of case management. Yet companies will be re-
quired to shift IT from traditional static process capabilities to highly flexible intelligent
workflows.



Kurzfassung

Geschaftsprozesse mit einer Menge von implementierten Abweichungen vom Stan-
dardpfad kénnen sehr komplex werden. Statt jede Ausnahme in einem vordefinierten
Prozess abzubilden, kdnnen Abweichungen nach Bedarf hinzugefiigt werden. Jedoch
bringen solch dynamische Anforderungen Geschaftsprozessmanagementsysteme an
ihre Grenzen.

Anpassungsfahigkeit zur Laufzeit, egal ob diese durch Optimierungen am Prozessmo-
dell oder durch Ad-hoc-Anderungen hervorgerufen werden, bildet die Schliisselanfor-
dung in heutigen Informationssystemen. Neben Voraussetzungen fiir robuste Unter-
stitzung fiir anpassungsfahige Szenarien aus technischer Sicht, werden Merkmale fiir
die brauchbare Anwendungen durch Benutzer behandelt. Mit dem Vergleich von vier
Prozess-Egines werden praktische Einsichten in die Moglichkeiten von realen Losun-
gen dargelegt. Einschrankungen bei der Flexibilitat der verglichenen Processsystemen
werden entsprechend dargestellt.

Beschrankungen von Anpassungsmoglichkeiten hangen vom (ibergreifenden Konzept
ab. BPMN (Business Process Model and Notation) scheint nicht die passenste Mog-
lichkeit zu sein, um Anpassungsfahigkeit bei Geschaftsprozessen durchzufihren. Trotz
der Tatsache, dass alternative Konzepte verfligbar sind, bildet BPMN den De-facto-
Standard. Dadurch ist es schwierig dieses oft verwendete Konzept abzuschaffen. Au-
Rerdem bestehen Geschaftsprozessmanagementsysteme aus mehreren Komponen-
ten und machen sie zu Systemen, die die Unibersichtlichkeit der vielen technologi-
schen Herausforderungen reduzieren. Jedoch bringt eine ausgereifte Technologie al-
leine noch keine komfortable Ausfiihrung von sofortigen Anderungen mit sich. Und
dennoch bildet sie die grundlegende Anforderung.

Dynamische Prozesse kénnen zu einem bestimmten Ausmall bereits implementiert
werden. Auch Unvorhersehbarkeit kann mit entsprechenden Systemen abgebildet wer-
den. Dennorch werden Unternehmen aufgefordert ihre IT von traditionellen Prozes-
sen to anpassungsfahigen, intelligenten Prozessen zu verlagern.



1 Introduction

Repetitive processes are executed by systems instead of being manually performed
decades ago. In order to continue with automation, more dynamic business pro-
cesses are desired to be moved to automated systems. Thus, computer systems have
to evolve to be capable of dealing with this dynamic aspect. Even though experts
tried to include all kinds of exceptional paths in process models, the amount and vari-
ability of requirements do not allow such adaptations to be developed effectively.
Since exceptions can appear in various shapes, unpredictability needs to be consid-
ered when automation needs to be implemented effectively. Gartner even predicts
that »Organizations that do not move to intelligent processes in the next five years
will find themselves at a disadvantage in their respective industries« [22]. Accord-
ing to that statement, many companies are required to prepare for the next level of
process management in order to move rigid processes to intelligent procedures. Addi-
tionally, Gartner categorizes the degree of flexibility of processes in three classes (cf.
Figure 4.2). Dynamic processes, ad hoc processes and intelligent processes have to
be considered. Dynamic processes to a certain extent already can be implemented.
Case management and Adaptive Case Management as such, provides capabilities for
moving the focus from processes to data, which forms the basis for collaboratively
working on highly flexible requirements where unpredictability becomes the major
focus. Intelligence of processes basically combines dynamic processes and its ad hoc
counterpart. Business intelligence plays a major role in supporting the system with
dynamic real time data. Even though flexibility cannot be automated in such a way it
can be done with traditional processes. Thus, manual tasks will be supported by pro-
viding a new user experience with intelligent suggestions based on know how of the
entire company or even industry.

In order to shift processes to those flexible requirements business process platforms
need to be aware of all necessary information. Additionally, systems have to meet all
prerequisites to be able to change process definitions during their instances’ execu-
tion. Such platforms already provide support for process instance changes. Although
features for changing instances during runtime exists, there are still limitations when
it comes to the degree of flexibility a process aware information system is able to pro-
vide. It can be seen, that truly there are deviations between requirements dynamic or
even intelligent processes are needed to fulfill and what features systems offer. Be-
side technical restrictions, providers of business process solutions offer several useful
tools for modeling, monitoring and execution of processes. However, focus has been
laid on how to technically implement instance changes and illustrating its limitations.
By just providing technical features for implementing changes of workflow instances,
solutions could not leverage the most useful advantage of business process execution,
its possibility of hiding complexity and focus on business operations instead of strug-
gling with the technology underneath. Yet the question remains, if this plain technical

10



1 Introduction

capability is enough for certain users. Probably there is a need for providing access to
flexibility to a broader field of users.

Before starting right away with examples of state of the art flexibility features, chapter
2 provides information about business processes and why automation is so dependent
on computer systems. Afterwards the reason for flexibility requirements are discussed
by stating pros and cons of change and a current example of what can happen when
not recognizing transformations in technology and furthermore in the markets respec-
tively. Additionally, chapter 3 deals with unpredictability and common approaches of
how to compete with unpredictable processes. Chapter 4 discusses the contradiction
of handling unpredictability in an automatic way. In the section assumption are made
regarding usability as an important factor for executing flexibility throughout the en-
tire organization. Moreover, issues, requirements and possibilities are mentioned in
order of dealing with unpredictable situations. How processes actually can be updated
during runtime is introduced in chapter 5. Different versions of business process man-
agement systems exist and four process engines are described, how instance updates
can be accomplished.

11



2 Processes and Automation

Processes can be found everywhere, in our body, in natural surroundings, in evolution,
in outer space and certainly in the order of our last book through an online retailer. Be-
cause there is such a huge amount of processes around us every day, the topic seems
to be rather banal to us. Humans try to get rid of a variety of processes and that is the
reason why they let others do the work for them. A great idea because those »oth-
ers« are of course computers in different shapes, sizes and realizations. Indeed it is
a great idea when thinking of how error prone humans are in doing repetitive tasks.
Unfortunately there is more than just ordinary processes. There are different kinds of
processes, which have to be handled differently. According to humans nearly every
process would be automated by computer systems. But it is necessary to get more
precise when it comes to those processes. Since processes of the body, the nature
and outer space to some extent are already automated, the focus lays more on sys-
tems created by humans themselves. Organizations in businesses are meant to be
those systems. As already mentioned there are different types of processes, which
should be considered when talking about automation, which will be explained in sec-
tion 2.1. Nature’s processes have been automated by an exceptional organism and
humans use a similar approach with the generic term Business Process Automation
(BPA). In section 2.2 an explanation of automation systems will be given. One reason
for automation was already stated, which was the source of error, but this is not the
single purpose of automation, which will be clear in section 2.3.

2.1 Different Process Types

When people think of types of processes in the context of business process manage-
ment they usually have in mind three different kinds.

B operational processes
B supporting processes
B management processes

Those three classifications are perfectly right, but if considering the automation as-
pect there has to be another classification. Therefore Reichert and Weber [67] classify
these kinds of processes in either prespecified and repetitive processes or knowledge
intensive processes. Distinction between those categories often cannot be made ac-
curately, which is the reason for the intersecting sets in Figure 2.1. Certainly, the most
valuable processes to automate are prespecified and repetitive procedures.

Repetitive processes in general are executed many times. Every time an instance gets
executed, it gets executed the same way before with different data. So it is quite

12



2 Processes and Automation

types of processes

operational

supporting

management

Figure 2.1: Types of Processes

obvious that computers can do the same things thousands of times with hardly any
mistakes. Besides the accurate execution, the speed how fast computers can handle
data is beyond dispute. The majority of a repetitive procedure’s logic is known prior
to its execution, which makes it easy to tell the computer what to do in advance.

Consequently, to order computers what to do in advance makes things easier but un-
fortunately this becomes highly sophisticated when it turns to processes, which re-
quire certain knowledge in order to get executed. Computers just know hard facts,
which can be easily captured. Knowledge intensive procedures cannot provide those
hard facts all the time. At this time just humans can handle such sophisticated de-
cisions. Nevertheless there are prespecified processes in the context of knowledge
intensive procedures. Such processes are defined but in a much weaker way, which
is called loosely specified. There are procedures, which cannot be specified with any
kind of task. In such a case tasks are that dynamic that it depends on the data they
belong to, i.e. to know, which tasks to do is just known when certain data is available
to the case. More about dealing with unpredictability will be covered in section 3.5.

13



2 Processes and Automation
2.2 Business Process Automation

As already mentioned automation saves time and provides accurate execution of pro-
cesses. According to Gartner® »processes span organizational boundaries, linking to-
gether people, information flows, systems and other assets to create and deliver value
to customers and constituents«, which means it is a quite complex topic where many
facts have to be considered respectively. Business process automation is the automa-
tion of these kind of processes. Technology defines a big part in BPA because of the
fact that a lot of automation effort depends on the underlying technology in order to
successfully fulfill the automation need. Basically all the automation and self-running
tasks help employees in a certain business to accomplish their work faster and more
accurate. The following sections describe those magic systems supporting execution
of business processes.

2.2.1 BPA Systems

In order to be able to execute processes, many different services are necessary. As can
be seen in Figure 2.2 the workflow engine is the part, which actually executes process
instances. Basically the term workflow is similar to the term process. Nevertheless
there is a slight difference in the context of business process management. The term
workflow identifies an executable process. According to [83] workflows, compared
to business processes contain all necessary information needed for their automation,
i.e. order of execution, general data and resources. So workflows are technical real-
izations of processes [41]. This is the reason why in Figure 2.2 one service is called
workflow engine. In general, BPA systems exist of many different components. When
starting at the very beginning of the automation ladder the process has to be defined
somewhere. First a model of the process has to be defined. Since there are differ-
ent types of business process languages and notations, each BPA suite has its own
modeler or editor. With the modeler either the process or workflow model is gener-
ated and will be available to the workflow engine for further execution. The engine
communicates with necessary services in order to execute the workflow respectively.

There are several process and workflow definition languages. BPEL, BPMN, EPC, S-
BPM, UML, YAWL, XPDL are some of them whereas different vendors defined individ-
ual forks and definitions. Business Process Model and Notation (BPMN), for example,
is one of the most popular definitions. There is a lack of definition for executable busi-
ness processes in this kind of notation. With the plain BPMN 2.0 specification [63] it
is hardly possible to create an executable process. This fact becomes clearer when
having a look at the specification in the section with the title »Mapping BPMN Models
to WS-BPEL, i.e. a mapping has to be accomplished in order to turn the model in an
executable process. Compared to S-BPM, there is no need for a mapping to an actual
workflow definition. A model defined with S-BPM is executable on its own without
any mappings or intermediate steps to perform [31]. Beside BPMN is the de facto

!Gartner IT Glossary, http://www.gartner.com/it-glossary/business-process-management-
bpm/

14



2 Processes and Automation
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Figure 2.2: Collaborating Services of BPA (based on [2])

standard to define business processes semantically, it did not accomplish the goal of
smooth implementation [18, 64]. Hence BPM software providers created their own
specifications, frequently based on the BPMN standard but only suitable for their own
solution.

2.2.2 BPA System Components

As pointed out in the previous section BPA systems or process aware information sys-
tems (PAIS) have to communicate with several components of the overall system in-
frastructure. Respectively there exists a variety of different components in such sys-
tems.

Before drawing the attention to a PAIS’ components [67], depicted in Figure 2.3 there
is an even more abstract view on a business process automation system. By dividing
it into a build time environment and a runtime environment it makes it conscious of
prespecified modeling and the afterward execution. Later on, especially in chapter 4,
the problem of this kind of separation will become clearly evident.

Workflows for certain BPA systems will be built within the respective process editor.
The editor helps defining, configuring and verifying an executable process model. Be-
cause problems can already occur during build time, to verify a process model saves
problems later on when process instances are running. One of the most sensible prob-
lems occur when a workflow is caught in a deadlock. If this happens a process in hang-
ing in a state without going to the upcoming or previous task. By definition a business
process must not hang at a certain activity, it always has to be finished. Besides check-
ing if deadlocks exist several other issues, e.g. syntax failures or availability of required
data, can be found with the help of respective editors.

15



2 Processes and Automation
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Figure 2.3: Components of a BPA System (based on [67])

In comparison to build time components, the runtime environment consists of far
more components and services. After defining the workflow with the process editor,
the specification can be deployed to the process engine, which is responsible for its
execution. This execution depends on different steps and responsibilities, as pointed
out by [67].

B instance creation of workflows
B execution of those workflow instances
B managing data created and needed by workflow instances

B orchestrating application services and sub processes referenced by activities of
the process model

B invoking respective application services
B execution monitoring

To sum up the tasks of a PAIS, the system has to have an overview about all depen-
dencies. Every step has to be completed with additional rules and constraints being
considered. Even the smallest task has to be accomplished and brought to a certain
state without preventing dependencies from working smoothly. The system’s respon-
sibility reaches from fully automated flows to partly automated procedures as well. If
workflows require manual input and activity of a human being, the BPA system is li-
able for the assignment of the respective item to a chosen process actor until a certain
deadline is reached. Execution has to be kept within the limits of rules, policies and
constraints, which can lead to highly sophisticated dependency management.

16



2 Processes and Automation
2.3 Drivers and Enablers of BPA

It already has been pointed out why humans want to automate business processes.
However, why do people need support in terms of automation was not yet discussed
in detail. The thingisin business there is an ideal conception of how companies should
behave. Collaboration runs smoothly, responsibility is clear, work is done fast, of
course without any failures and everything happens to the utter satisfaction to the
customer. In real life sometimes this is not the case in how businesses work. Honestly
this would be rather boring. If nothing would change at all, Darwin would not have
been able to write his theory of evolution. Stagnation in business verges on a disaster.
The upcoming chapter 3 deals with change and its pros and cons.

First of all automation of business processes means that certain work will be done
either completely by a machine, computer or other sort of programmable technol-
ogy or is just partly automated, which means it requires human interactions. When
continuing with the process classification in operational, supporting and management
procedures, some of them are more difficult to automate than others. It seems quite
obvious that the automation of manufacturing standardized car parts is easier than a
heart surgery of an individual. The words standardized and individual already indicate
the feasibility of automation today. In the end it depends on the exceptions, which
can happen and its impact on the overall success of the procedure. Although it might
not be possible to fully automate a heart surgery today, it does not mean humans are
not able to achieve it in 50 years, if technology will be mature enough.

At the first glance the benefits of automation are obvious. Companies are always seek-
ing for efficient ways to run the business, which immediately turns to automation. By
efficiency it is meant that procedures speed up, i.e. cycle time decreases, employees
save time, which reduces costs. Beside increased velocity, errors can be minimized,
which makes it unnecessary to spend time on fixing issues. At the second glance there
are reasons for automation that can be easily understand when thinking of large or-
ganizations with thousands of employees, the same amount of suppliers and an even
higher number of customers. In order to be capable of the effort to coordinate all
these actors for a smoothly running business, standardizations, simplifications, rules
and constraints are necessary with an extensive focus on the communication flow.

Seamless integration of heterogeneous infrastructures and software systems between
different companies would be an unbelievable effort without some sort of standard-
ization. Large companies have to deal with globalization, which indicates collabora-
tion with different suppliers all over the world. Supply chains have to be integrated in
both the company’s information system and each supplier’s infrastructure as well. To
stay on top of things reduction of complexity is key for maintenance and optimization
reasons. It is particularly important to define collaboration among all the channels
a company is interacting with. Moreover this kind of interaction strongly depends
on communication, which has to be well defined as well. Unnecessary requests in
terms of emails or telephone calls could disturb workers from their tasks. Therefore
streamlining communications in process flows can minimize distraction of staff who is
not responsible for certain requests. Obviously it makes it easier and faster to know
where to refer to. In best cases employees can mainly focus on business issues they

17



2 Processes and Automation

are responsible for due to simplification of work.

Beside simplified work for employees, automation brings advantages to a monitoring
perspective. Because of influences, unable to control by companies, there is a focus
on detecting bottlenecks and sections of importance for optimization. With automa-
tion there is the possibility of logging events and states, which makes it easy to use
this data for evaluation. Based on the phrase »trust, but verify« surveillance of work-
flows makes it possible for companies to converge to the goal of smooth and planned
business operations. Detecting weak points simplifies either to proactively handle
shortages or react to issues respectively. Due to certain governmental regulations or-
ganizations often are required to support transparency of processes. The government
wants to know who to blame for certain tasks, which makes it simple, thanks to auto-
mated traceability and specified responsibilities.

As already pointed out, the focus of automation mainly lays on highly repetitive pro-
cesses because those are the procedures executed quite often and can be defined
prior to their execution in many cases. In such workflows proportion of the effort
to automate the process and the impact on business such an automation has, pays
off. Some processes, which have not yet been automated probably are not valuable
enough to be done by a computer because the effort of configuration and require-
ments on technology is not given. Basically automated processes support knowledge
workers in doing their job. To be able to focus on one task makes it more efficient to
work on. No distractions causing errors and a clean dashboard let them handle issue
after issue.

Because of this concentration on work, those kinds of employees often are not able
and not required to deal with technically related questions about process automation
in some complex looking process editors. If business users are used to the syntax
of, for example, BPMN they are able to understand and probably define processes in
this notation. When it goes down to automation there is the need of specifying data
types and dealing with further kinds of technical questions. Additionally to their main
profession of handling certain business cases and the bunch of different signs in BPMN
it would not be that easy to quickly adjust an automated procedure to their needs.

Although S-BPM seems to be easier when it comes to the number of symbols and
the syntax, the question remains if knowledge workers are required to take care of
such tasks. Maybe there will be supporting technologies, which makes it easier to
create an automated process for business people. Maybe there will be no need for
business people to handle those kinds of questions and information systems will be
automatically handle such issues for them. Thanks to change we will see what will
happen.
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From a semantic point of view change is neutral, although some people might not
agree with that fact. It is no surprise that for some humans, alteration is negatively
afflicted. Since people are creatures of habits it is quite obvious that adjustment in
most cases does not create a pleasant feeling. In fact change is necessary but does
not go hand in hand with an individual’s feelings and objectives. History exhibits that
change is needed (cf. evolution of the species) in order to move forward and to survive
in whatsoever way. And the fact remains for businesses as well that adaptation of
behavior to requirements is particularly needed. Why requirements are changing will
be discussed in section 3.2.

3.1 Pros and Cons of Change

Every upside has its downside and so it is with change. This is not just related to
business operations in particular. Since it is well known that not the strongest will
survive but the most adaptable, it is necessary even if it is uncomfortable. As an ex-
ample Nokia was the world’s leading manufacturer of mobile phones until there was
a change in how phones are handled. In this case Nokia did not know a change was
going on because of new inventions from competitors like Apple, who until then, was
no competitor of Nokia.

Nokia stagnated although they brought several new devices to the mobile phone mar-
ket. Even though they revealed new and sometimes quite weird looking products all of
the products had hardware buttons in comparison to the iPhone. As already pointed
out, stagnation is terrible for a company and especially when Apple is going to change
and expand their product range to new markets.

For Apple, the rearrangement of their product range was a new opportunity for the
computer organization. Nevertheless they were willing to take risks with their new
invention. It can be seen today change paid off for Apple and helped them to growth.
Managing new and unknown things requires willingness to learn how to handle new
situations and scenarios. Acquiring new skills means to grow, which is one of the main
objectives companies are heading to. Additionally to new skills coming with handling
change there is even more an organization is able to learn. According to [11] »orga-
nizations that excel at change have a competitive advantage«, which means to be the
most flexible company, the one who can adapt to changes at a faster pace than its
competitors, will have significant advantages. Enterprises who are required to change
often know how to handle the process and will probably adapt to be as flexible as pos-
sible to react to alterations optimally. But continuous change has also its downsides.
Today process automation, for instance, needs to be consistent to a certain extent.
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Nevertheless to be as flexible as possible has another advantage. As everyone may
know, changes are not always the best way. Changes can go wrong when heading into
the wrong direction and commitment is not given. Particularly in such cases again it is
good to be flexible in order to escape the negative change and turn things into better
positions. Often it is not obvious when there is a demand for a change. In case of
Nokia, they simply did not see that there was an upcoming change, which indeed was
quite bad for the company.

There is no secret that change is hard to achieve, which often goes hand in hand with
the previously mentioned commitment. Commitment of the right people is necessary
in order to successfully implement new processes. If there is no commitment success-
ful change probably is hard to achieve. If change has to be forced due to indispens-
able drivers, people in an organization understand why change is needed. Whereas
change, initiated by strategic opinions and decisions made by not fully accepted chief
officers, cannot be understood by the staff. Especially in this case commitment of the
right informal leaders is key. The latter is often unpredictable because employees do
not know what will happen to them. Several books address this kind of question and
provide methods how to handle such attempts.

3.2 Reasons for Change

An organization is defined by its members, i.e. employees. If a company has to change
it always affects people within this firm. In case of Nokia there was a strong competi-
tor who pushed into the market with innovative technology. Drivers for change can
be caused by different reasons [19]. Demand for change can either come from the
market or can be a response to failure. It can be a need for organizational progres-
sion compared with new opportunities in technology, services and markets. To be
concrete, Apple saw the new opportunities in touch displays and triggered a change
in the mobile phone industry by revolutionizing the way phones were controlled by
consumers.

Every business process has to be improved [44] continuously because of alterations
in different areas. According to [37] it is quite easy to explain why processes are al-
ways changing so relentlessly. On the one hand there are needs for change because
of a company’s bad times. The organization is short on money and therefore has to
strive after efficiency of how work is getting done. But this is not the only reason why
process optimization is needed. On the other hand there are the good times where
money is available for investment. Processes need to be more productive and new
market possibilities emerge. Apparently there is a reason why the Deming Cycle is so
famous. Continuousimprovement, be itin economically good times or in economically
bad times, is ubiquitous because of the aim to be better, steadily. Beside continuous
improvement there is the need for collaboration among different systems. This can
happen because of new suppliers or company take-overs and merges. In the latter
case there is the necessity to decide, which processes of, which organization will be
taken.
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According to [29] change is happening faster nowadays, especially in the IT industry.
There are four reasons affecting BPM in companies.

B social collaboration

B mass customization

B consumerization

B XaaS (Everything as a Service)

Sharing opinions with employees and suppliers increases information of how things
can be done better. There is also the fact that consumers share their opinion about
usages with the world in social networks, which adds another huge amount of data in
order to detect where changes and improvements are necessary.

People want products with at least an unique touch although mass production is much
cheaper. In order to give customers the possibility to stand out from the mass, com-
panies provide services for customers to individualize their products.

Some firms react to their employees knowledge and property of their own IT devices.
Therefore companies make the most of this by reorganizing their IT support with pos-
sibilities for the staff with projects like »bring your own device«.

Additionally IT services will be outsourced in order to save money and outsourcing re-
sponsibilities, i.e. there is no application management needed when just needing an
ERP system thanks to XaasS.

3.3 Business Process Evolution

Change is omnipresent and consequently also business processes are affected by the
alteration caused by their environment. Like organizations, processes develop further
needsi.e. there is an endless improvement going on, which is called an evolution [67].
Hypothetically, even if there was no change at all evolution would still go on because
technical errors, design errors or quality issues could occur, which force the process to
be adapted respectively. In contrast to these internal drivers for optimization there are
drivers for their counterpart as well (cf. Figure 3.1). Due to this adaptation business
processes have to expose flexibility to a certain extent.

external internal

business needs o
design issues
technology needs real business o
technical issues
legal needs world processes .

process quality

company learning

Figure 3.1: Internal and external Drivers for Process Evolution (based on [67])

Reichert and Weber characterize flexibility in [67] in the context of processes with a
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taxonomy as can be seen in Figure 3.2. Beside looseness, variability and adaptation
the fourth major flexibility need is evolution. The first child of evolution in the taxon-
omy addresses drivers, which have already been discussed. Secondly, with extent it
is meant to, which intensity and what impact a change has on the process. Whereas
incremental optimizations have only little impact due to small changes, reengineering
approaches deal with radical alterations of the business process. By classifying evolu-
tionary adjustments by a temporary point of view, makes it discussable how long those
changes are valid. On the one hand such adjustments can be valid as long as until it
is overwritten by another adaptation. On the other hand there is the possibility for
changes to last just for a specified amount of time, which is defined beforehand (cf.
section 4.6 for a more technical illustration). The last child on the evolution branch is
behavior, which is divided into an observable process behavior and the internal struc-
ture of the system. For example, moving activities in a process or adding new ones
changes behavior of the process whereas architectural refactorings, e.g. separating
large processes into smaller ones, does not affect the overall behavior but makes a
difference to the internal structure.

looseness
variability
internal
drivers
external
swiftness adaptation

evolution

behavior

Figure 3.2: Taxonomy of Flexibility in the Context of Processes (based on [67])

In case of swiftness the consequences on dependencies of process optimizations have
to be considered. Process evolution can either affect the process model, which can
be seen as the blue print for a business process or a particular process instance. An
instance in this case is a particular realization of the blue print, i.e. the process model
(cf. Figure 3.3).
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Figure 3.3: Visualization of each Instance I derived from Model M

In the scenario of process evolution, each instance of a certain model is related to
it. Optimizations of the model for example can, but do not need to, take effect in its
instances respectively. This does not mean that only the model can be updated, also
one particular instance can be optimized (cf. sections 4.6.2 and 4.6.3), as illustrated
in Figure 3.4. One consequence regarding an update on the model level concerns its
instances. Already running instances may be updated during execution and others
may finish execution with the started version of its definition. The latter would apply
the most recent version to new created instances.

Myio |8volutionll Mvao | ____ evolution __ 1 Mz
11v1.0 13v2.0 420 14v3.0
|2v1.0
i i i i i : >

Figure 3.4: Process Evolution of Model M and its Instances I

Regarding updates of instances during runtime, is the main subject of this work. Prac-
tically, concrete examples of dealing with runtime updates will be provided in section
5. Theoretically speaking, process models and instances in particular have to meet
some requirements (cf. section 4.4) in order to make sure processes are executable,
especially if runtime updates are provided. Before process models can be released to
be executable they have to be verified, represented by three main points [67].

B syntactical correctness
B correctness of data flow

B consistent instance states
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According to the actual process modeling language used, a model has to be syntacti-
cally correct. When it comes to activity flows, however syntactical correctness is not
the only thing in order to be sure a process model is save to be executed without any
errors. Hence there are checks for a model’s behavior, which extend the validation
of a model’s syntax [90]. In case of a model’s behavior there are three points, which
have to be considered additionally to its syntax. First, a workflow has to be able to be
completed once it is started. Second, after its completion all of a workflow’s activities
are completed as well. Third, there are no dead activities, i.e. activities, which cannot
be accessed because of the activity flow or respective conditions.

The second requirement a process has to fulfill concerns the data flow. Data flow er-
rors occur due to missing data, unnecessary data and lost data. If a certain workflow
branch produces data, which is needed by subsequent activities, this kind of branch,
more specifically the activity, has to be accessed otherwise there is no data, which
can be consumed by this subsequent task. In case of unnecessary data, for instance,
data is produced by a task, which afterwards is not needed by any activity, condition
or process environment’s system. Lost data refers to overwritten data objects, which
makes it useless in most cases. Especially when updating process instances during run-
time, the states of the instances have to be consistent throughout the entire instance
life cycle. Due to the progress of an instance sometimes it is not possible to update a
workflow during runtime. Instance states are very critical and can cause severe prob-
lems when updating workflows without taking care of their states.

3.4 Deviation of Reality

In general, process models represent a certain snippet of reality. A model will never
be a hundred per cent representation of this reality. It just can try to approach as
close to a reality’s definition as possible. As a result there is a deviation of reality to
its representation of a business process. Figure 3.5 provides a presumption of the
dependency between the size of a business process and its corresponding deviation
to reality. The more complex a workflow gets, the higher is the deviation of reality.
Theoretically speaking, a very simple workflow consisting of a single activity would
have a very low deviation to its reality. There hardly is potential for deviation especially
when assuming the process task is a very atomic one. Even though deviation was very
low, it would never be zero because there will not be a hundred per cent replica of
reality.

Now to be more concrete, deviation can be seen easily by executing instances of a
certain process model. This divergence is the cause for all the exceptions happening
and are not already implemented in the prespecified process model. In some cases it
would be possible to implement a lot of potential exception into a certain model. Even
though in a lot of workflows it would not be sufficient at all and would be an overkill
of requirements, testing and validation effort to take action.

Rather to implement exceptions into the process model, there are different ways to
deal with it when they occur. Knowing about what type of exception can pop up or
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Figure 3.5: Dependence between Process Size and the resulting Deviation of
Reality

without a clue when and where an occurrence is taking place are difficult to handle.
Predictability and its counterpart is highly related to this kind of question. How to deal
with it will be covered in the following section 3.5. In order to handle exceptions there
are some existing approaches, which are able to deal with it.

B exception handling with rules
B dynamic exception handling

B recording exceptional paths

B on demand exception handling

This short list provides just an idea how to deal with exceptions in a technology point
of view. Thus, the enumeration is incomplete and each item represents just the means
of different handling methods, i.e. exception handling with rules can be implemented
in different ways.

3.4.1 Exception Handling with Rules

Exceptional situations during execution of business processes in general can be han-
dled by predefined triggers. When a certain exception is thrown it triggers a function,
which deals with the exception respectively. This can be seen in every programming
language when so called try catch blocks are assigned to certain code sections. In [46]
Kim, Choi and Park propose proactive exception handling based on a rule language.
They try to prevent exceptions by predicting information and covering the entire scope
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of possible exceptions. Predictions where exceptions might occur are based on anal-
ysis of various data sources like historical data. By definition of rules expectations can
be made if it is likely that exceptions occur for instance.

3.4.2 Dynamic Exception Handling

Similar to rule based exception handling, dynamic exception handling is based on
context information [52]. Certain solutions for handling exceptions are stored in a
database and can be assigned to situations respectively. An ontology helps to eval-
uate, which available solutions are suitable for a particular case. Theoretically every
exception, which already occurred and has been persisted into the solution reposi-
tory can be handled dynamically. Based on this solution there is no need to change a
certain business process model at design time. Moreover in most cases it would not
be necessary to change an instance in order to get rid of arbitrary exceptional occur-
rences. However the solution repository has to be fed somehow.

3.4.3 Recording exceptional Paths

By recording the exception handling process of a particular instance the main goal is
to store the exceptional path. This approach was introduced in [33, 70] where its main
focus is on enabling a possibility to make static process models capable of exceptional
paths. Since the introduction of the approach is made with S-BPM, human interactions
are involved. First, humans are responsible for handling exceptions, which are not de-
picted in the original model. During the execution of the exceptional path through
human interaction the individual process is recorded, which is similar to dynamic ex-
ception handling in section 3.4.2. Main idea is to collaboratively enhance respective
process models in order to include repetitive occurring exceptions. Each process’ be-
havior is represented by its executing subject (see [31] for further information). A
human, who is executing a process instance represents one subject. Since certain
subjects have to communicate with others, an exceptional path might traverse several
subjects’ behaviors. Therefore an occurring exception will be handled with the help
of several subjects collaboratively working on the issue and recording the executed
path.

3.4.4 On Demand Exception Handling

Exception handling on demand is a very similar approach to the exceptional path
recording. However, as stated in [29] it basically focuses on decision making at run-
time. Furthermore recommendations and examples go strongly into Xaas, i.e. to fo-
cus on the parts of software, which are really needed. In this case BPM can be done
through a cloud based service where collaboration between process actors can be
easily achieved. Decision making at runtime will be realized through collaboration be-
tween multiple process members where exceptions can be handled on demand and
flexibility is given.
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Every type of exception handling has its pros and cons, depending on the kind of pro-
cess the method is dealing with. Since unpredictability is one of the major issues
with exception handling there is a completely different approach to handle hardly pre-
dictable processes at runtime.

3.5 Dealing with Unpredictability

As already pointed out in previous sections, repetitive process are predictable and
can be quite accurately modeled in advance. The opposite is true to knowledge work,
which is unique in many different aspects. Keith D. Swenson points out that »pro-
cesses that depend upon knowledge and at the same time produce knowledge have
a compound dynamic that makes them especially difficult to predict« [82]. In order
to model processes, predictability is key to develop a blue print for a workflow. Since
not all work is predictable, knowledge essential in order to handle unpredictability
and in almost any cases people are managing unforeseen things. There is no sharp
cut between the classification of predictable and unpredictable processes, which of-
ten results in a combination of both. Aside from that, unpredictability is always a
matter of detail. Basically, there is no need to forecast every detail, e.g. it does not
matter to predict which data in particular will be injected into a workflow whereas it
indeed matters what kind of data will be put into a process. Even highly repetitive pro-
cesses consist of parts, which cannot be predicted to a certain level of detail. Therefore
different approaches (cf. section 4.2) are provided in order to get rid of unforeseen
situations.

3.5.1 Ad hoc Changes

When exceptions and unforeseen actions are need, ad hoc changes may be the most
natural choice according to a human. Thus there are possibilities in different BPM
technologies to handle such adaptations. In most cases people are executing ad hoc
processes.

S-BPM provides approaches to define such ad hoc changes at runtime [70]. By offering
model behavior extensions or exceptions for a subject’s internal behavior it provides
the possibility to leave the given path and execute ad hoc tasks. This would help to
overcome flexibility issues in predefined process model to a certain extent.

3.5.2 Process Templates and Patterns

Defining process models based on templates is very common. It provides flexibility for
adding, manipulating and deleting parts or even the whole template. Often it is easier
to start with an already existing approach than starting from scratch. In the BPMN
language approaches for ad hoc exception handling correlate with templates to some
extent. BPMN does not provide an as ad hoc possibility as one might assume, however
it provides ad hoc usage of existing templates [63]. Beside templates, patterns can be
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used to enable flexibility like an approach provided by [16]. It basically consists of
a base process without any exceptional paths, which makes the workflow definition
quite simple. Rules then are responsible for providing information which adaptations
are required. Additionally patterns describe how adaptation can be achieved.

3.5.3 Adaptive Case Management

Adaptive Case Management (ACM) was invented due to the need for handling highly
dynamic processes. Actually handling of this kind of processes just has been enhanced
with technology in order to provide a tool for people, making it easier and faster to
deal with business requests like monitoring and documentation. People working with
ACM have the ability to focus on the actual case and are not required to write certain
reports, taking notes and doing other organizational stuff. All of this meta data will
be tracked by the system itself. So this implies of course that ACM cannot fully auto-
mate highly dynamic processes, at least not the core process, but it gives humans the
possibility to focus on the main difficulty of the core process by automating the little
supporting processes within a certain case.

3.5.3.1 Concept of ACM

In literature authors often criticize that ordinary business process management is just
considering the process itself as the point, where information is organized around. In-
stead ACM’s orientation is based on data, which is referred to as a case. That is the
reason why adaptive case management focuses on unpredictable work, e.g. knowl-
edge work because of its loosely definition of the flow of work. Many ACM systems
provide definition of template fragments such as documents, tasks and other useful
predefined specifications [82].

Actually ACM is just another process definition in order to handle processes. Indeed
it is a very very abstract specification.

»If all knowledge workers do is click buttons, couldn’t we automate their
work? The key is to know which buttons to click [82].«

This quote of Dana Khoyi states the real reason why ACM is needed as an intermediate
layer in business operations.

Furthermore it implies the character of knowledge workers. A process definition could
be imagined like illustrated in Figure 3.6. The meta process utilizes the already men-
tioned ad hoc ability of BPMN in order to describe the non sequential tasks performed
during a running case. Of course this process might not be complete, it provides just
an idea what the concept of ACM is. Ironically it is specified in BPMN, predefined in a
process, which describes another process dealing with unpredictability.

There might be a bunch of possibilities for triggers, which can start the process de-
scribed here. Basically the core of the flow illustrated consists of ad hoc process activ-
ities where several ad hoc processes may be running simultaneously. Additionally sev-
eral ad hoc activities will be executed, which is indicated by BPMN’s loop sign. Since
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the ad hoc feature of BPMN can only deal with predefined activities, some of them
have already been added to the ad hoc sub process. Beside of handling the logical
case structure with possibilities to whether perform an ad hoc activity on an existing
case or to create a new one, the repository represents the data store where data of
the content management module of an ACM system stores its resources or at least
the path to it. Furthermore the signal sign on the ad hoc sub process indicates logging
activity in order to monitoring activities and providing transparency.

add asset | | add policy
AR - - - - - || (doc, img, (rules,
media) | [constraints)
u add/delete| | add peer
permission| | (collabora-
tion)
check if case add new
already exists add task case
create datatype close O
new case add add | case [™
type-less | [ discussion
data
yes open
. tip add invoke
existing case descision | |automated
statement process
log activity .’A\n
~_7
"~

Figure 3.6: Meta Process of ACM illustrated with BPMN

3.5.3.2 Advantages of ACM

In a presentation of PayDox Case Management! [78] Victor Senkevich illustrates ad-
vantages ACM provides to businesses. Furthermore it is worth to mention that PayDox
offers an online demonstration of their ACM system on their web site.

B store knowledge available for all enterprise members

B template creation based on historical cases

B avoidance of irreplaceable employees

B meta data for controlling and measuring of business cases

Of course these advantages make sense but the main question is how does all of the
different systems are working together in order to create a smooth solution for dealing
with business cases of any type.

PayDox Case Management, http://www.paydox.com/
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3.5.3.3 Potential behind ACM

As pointed out by Dana Khoyi in [82] including BPM functionality in ACM systems could
lead to a solution, which can be used to deal with real world business issues in an in-
expensive and manageable way. Basically this means that adaptive case management
would act as an intermediate layer between highly automated business processes and
the knowledge worker, illustrated in Figure 3.7. Cases handled by humans just trigger
certain automated processes and enables possibilities in order to interact with cer-
tain processes. Business cases without predefined, partly automated processes, can
be handled and tracked by the system in a manual way. Subsequently recorded infor-
mation can be used in order to evaluate and implement workflows to simplify work
for people and enhance the overall process.
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Figure 3.7: ACM as the intermediate Layer in Business Solutions
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3.5.3.4 Case Management and its critical capabilities

As already mentioned, a BPM suite that just offers support for fully automated pro-
cesses lacks for the flexibility aspect and would result in bypassing the system. Since
analysis on executed processes (cf. section 3.5.4) yield valuable information, bypass-
ing the system would loose such data. Therefore case management in general and
ACM in particular need to be part of the entire solution in order to properly handle
any kind of business requirements. Gartner sees the importance of case management
frameworks as well and revealed their view on the framework in a research note [43].
According to them, a holistic solution, which provides support for highly standardized
and automated processes as well as supporting highly flexible processes reduces the
need for custom applications and thus for custom coding. Of course such a solution
has to be that flexible, that even in reality there is no need for bypassing the system,
which theoretically makes it easier to extend behavior on demand. Basically the ca-
pabilities of case management can be classified by different possibilities to cope with
data and logically represent this data as the case.

B support any possible data type (analog and digital)

B capture data no matter where it is

B provide possibility of exporting a case and its information
B provide a highly usability friendly platform for collaboration
B ad hoc actions (ACM in particular)

All actions will be formed around this data, which result in a progress being neither
serial nor predictable. Since case management is built for unpredictability and collab-
oration the framework or platform should handle information with priority. Prerequi-
site of starting with operational work on cases is that there is a case, i.e. information.
Therefore, no matter what type of data it is and how it is stored the system has to take
care of this and has to provide a mechanism to add such data to the case. Moreover to
provide appropriate information, data has to be extracted from such data types. Even
though this data is stored as an image, scan, email, voice mail or the web, it must be
feasible to extract the information and process it accordingly (e.g. with OCR software).

Furthermore analog information on paper should be possible to seamlessly imported
into digital formats best for further processing and usage, e.g. by converting it into
electronic forms. Beside handling scans, with the help of appropriate apps mobile
devices can ease attaching and capturing content to certain cases. In order to move,
exchange or backup cases and its data in particular an additional feature is necessary
to ensure a broad coverage of capabilities. Therefore possibilities for exporting data
in either way, as a whole or as particular parts, as original format or enhanced format
manipulated by the framework or system itself, need to be provided.

Some cases could require attaching data, which cannot be physically moved to a case
management system. In this instance the case needs to link that kind of information
somehow in order to provide a complete representation of all important aspects. Con-
sequently the module responsible for content management has to consider potential
manipulations of external information.
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Besides data handling, the next most important point is considered for users to be
able to effectively collaborate on a certain case. This includes email, instant messag-
ing or electronic rooms. Most of the users will not be convinced by a system which
cannot satisfy with usability. Developers often think usability is hardly important if
functionality is not mature. In the scenario of case management usability provides
key capabilities to easily increase the stock of information of cases. This most likely
enhances functionality due to more accurate data, helping to handle tasks with all
possible information.

Primarily case management is implemented to conclude insurance claims, but accord-
ing to Gartner there are new areas [43] where case management and ACM in particular
are considered to be valuable. Probably the number of areas where case management
can create additional value will increase if offered solutions will be mature enough.

B mortgage origination

B investment portfolio management
B fraud detection

B grievances

B university admission

B customer complaints

Despite the fact that case management will increase its implementation range, the
technology is hyped to high.

»ACM hype exceeds the reality of what buyers are ready to adopt. Many
of these solutions enable case workers to dynamically initiate ad hoc ac-
tions on a case, altering the execution behavior directly in the production
environment. However, the "devil is in the details” of vendors’ implemen-
tations [43].«

Thus implementation of ACM still needs to be simplified, even though organizations
are not yet able to adjust their habits to new technology.

3.5.4 Monitoring changeable Processes

The new gained flexibility helps to simplify prespecified process models due to the fact
changes are possible afterwards and even during runtime. Ironically, changing process
instances leads to more complexity in the way of how much different process models
are used during execution. Although this section does not deal with how to handle this
high amount of workflow variations (also called process families [13]), it will provide an
overview what analysis can help with for transparency and improvement of business
operations [67].
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3.5.4.1 Traceability of Execution and Changes

Logging of information before, during and after business process execution is a mean-
ingful concept when it comes to the need of transparency. Beside the government,
there are several additional useful ways to utilize this data. Additionally to the ques-
tion who executed which process at what time, when considering execution of work-
flows, there is the need to know who changed which process at what time. Regardless
if it is an ad hoc change of a single workflow instance or if it is a change of a whole
process model.

Furthermore logs and other meta data can be a backup assurance because based on
logs process structures or even instance states can be recovered in certain cases. Natu-
rally this needs more than just an unstructured, semantically regardless text message
that will be printed out to a temporary command line when a workflow starts and
ends. In order to restore the state of particular instances for example, there is the
need for storing even data being consumed by an activity before and after a potential
manipulation of this data object. Due to the fact, that automated workflows will be
executed quite often, in such cases the necessity of restoring process instances to any
given time needs to be argued because storage consumption could be high. However,
providing this kind of information indeed can lead to several occasions as described in
the following section.

3.5.4.2 Optimization based on Changes

Turning single letters into real knowledge is key in order to improve procedures. So
why not getting out every single drop of information of the data produced by process
execution. It is no novelty that process logs are mined to gain information. Neverthe-
less rapid changes make it possible to analyze those alterations and deviations from
the prespecified path. Mining of process logs strongly depends on various algorithms
including heuristic principles and statistical methods. Actually these algorithms turn
plain letters into information by extracting, aggregating and comparing data.

Based on this information process engineers are able to optimize models where cer-
tain paths became obsolete, detected by analyzing logging information. By studying a
lot of process variants, which are based on a certain process definition, it is possible
to learn which improvements might be reasonable to implement into the main pro-
cess. Therefore results are able to recommend optimizations for the main process.
Related to detecting obsolete paths on the other side, it is able to say which paths are
the most frequently executed. Based on this knowledge, decisions which process sec-
tions to focus on for optimization purposes become easier for example. It has to be
mentioned that there are a lot more optimizations, which can be extracted by process
data analysis. Being able to keep track of even loosely specified processes through the
paradigm of ACM, analysis can be extended to this kind of processes.

Tosum up ACM is just a collaboration platform, which has to provide excellent usability
features similar to real life interaction with both humans and case data at the same
time. Additionally, technology has to be mature in order to cope with sophisticated
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content management and ad hoc actions. According to Gartner [39] ACM is well suited
for processes with high risk exceptions due to its focus on data and loosely integrated
processes.
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State of the art technology is able to process many business operations automatically
by either custom designed applications, process engines with respectively designed
workflows or even a combination of both. Nonetheless changing requirements and
unpredictable exceptions are challenging highly standardized procedures. In most
cases processes are hardly possible to react to ad hoc changing requirements with-
out the need for adaptation by humans. By dividing a BPMS into build time and run-
time modules, it is perfect for prespecified workflows. However, which architecture
would be better when comparing traditional business process management systems
and ACM systems. Probably it simply depends on the scenario. Rare issues provide
possibilities to machines deciding what to do in case of exceptions [61, 52]. Theo-
retically every predictable exception can be implemented in a prespecified workflow.
Even though this could be achieved, it would not classify a process to be flexible.

Humans reach decisions based on their experience, intention and knowledge. Con-
ventional programming paradigms hardly support decision management [77]. Some
kind of artificial intelligence (Al) would be needed in order to let machines make de-
cisions based on experience and knowledge. Partly this already is done in the field of
IT service management (ITSM) by adding semantics and implementing ontologies in
order to let the system make assumptions. Certainly, ontologies and semantics are
just a small part to achieve a fully automated and largely flexible system. Eventually
a question remains, if it is really effective to develop such a totally automated sys-
tem, which probably needs a lot of specialized maintenance and usability is beyond
guestion as well.

4.1 Usability increases Flexibility

Basically technical capabilities have to be provided in order to ensure a flexible work-
flow. As already mentioned a BPMS has to provide an underlying technology for mi-
grating process instances (cf. section 4.6.3) and updating process models (cf. section
4.6.2) ad hoc like. But with this underlying technology there are always experts and
specialists needed who are able to actually achieve such changes. End users would
have no possibility to perform similar changes without hiding complexity. Therefore
usability needs to be almost perfect.

There is a reason why there exists specialists for every industry, sector and module.
BPMS, especially if it is implemented throughout the entire company, can contain
dozens of modules and custom extensions. This fact often makes it hardly possible
for one person to stay on top of things. Certainly this would not be an issue once im-
plementation of the entire system is finished and runs smoothly. But there will hardly
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be any stagnation in the whole company. There is always something, which will be
enhanced, needs to be updated and is causing trouble beside repairing ordinary parts
of the system. Assuming just an update, it has to be executed on one part of the sys-
tem in order to be operational on the hardware. Who can tell what dependencies
there are on the remaining system? Every small adjustment would be a stress test
for the entire organization which leads to high risks. Therefore ITIL has a strong focus
on managing dependencies [71] in order to be capable of maintaining IT infrastruc-
ture in companies. In order to minimize the risk of dependencies to other programs,
software architecture plays a big role in this kind of question and most of the business
process management systems make usage of this expertise to provide loosely coupled
modules. Hence, to take care of the design means to increase usability of software. In
this case it is not just about the user interface for end users, but it is the method and
intelligently making predictable systems, which can be maintained without the need
of working at least five years in the same company and occupation.

m hardware specialist

database specialist

</> application specialist

p ERP specialist

n IT support specialist
@ financial specialist

()
w end user

Figure 4.1: Usability in different Staff Classifications

(@

When thinking of usability the first things come to mind is the graphical user interface
(GUI). But it is not the look and feel, what makes the user experience (UX) appropri-
ate for certain systems. Providing an overview and clear structure added up with a
sensible workflow helps end users. As can be seen in Figure 4.1 the need for UX could
be enabled in many areas where people are operating. End users who are working
with a well designed GUI might have no additional need for instructions of others and
are limited to do something wrong. By applying similar UX to all areas shown in the
incomplete list of sectors (cf. Figure 4.1) flexibility even can be increased in all scopes.
There are different possibilities how to ensure usability. Beside a clearly structured
architecture, ensuring easy adaptations, just simple naming conventions can lead to
desired clearness.
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At the end of the day, the end user has to handle it in order to be able to enhance
working with flexibility features, which only can be ensured if simplicity is given re-
spectively. Complexity of operations has to be hidden [17, 57] behind descriptive but-
tons and potential usability features combined with appropriate feedback for the user.
Additionally a single system can provide simplicity and no matter if processes are fully
automated, partly automated or are handled within ACM modules, tracking provides
the favored transparency for the company.

4.2 Different Adaptation Types

Before actually dive into the technical aspects of updating workflow instances in sec-
tion 4.6, there is some background, which has to be mentioned beforehand. In order
to know how to deal with different possibilities and certain kinds of adaptations, Figure
4.2 is providing a comprehensible description. The classification is based on research
[22], conducted by Gartner in order to supply knowledge about leveraging flexibility
for business adaptability.

H . explicit constraint- .
d . rules based goal
‘ ynamic . directed
orchestration
g @
% ACM
c dynamic intelligent
O
é processes processes
©
c
% event- cM
'46 based ‘ .
(&}
8 social
[eYs) collaboration
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© rigid ad hoc
processes processes
L
L degree of unstructured nature H

Figure 4.2: Axis of Adaptability (based on [22])

According to Figure 4.2 there are three classifications of flexible processes, besides
the ordinary static processes. This classification is driven by two values, which is the
degree of dynamic nature on the y-axis as well as the degree of unstructured nature
represented by the x-axis.

Firstly, dynamic processes are characterized by a high degree of dynamic nature com-
bined with a high structure, i.e. basically it represents an enhancement of the ordinary
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process by adding flexibility capabilities respectively (cf. section 3.4.2). An important
fact is that this kind of flexibility mostly has to be specified beforehand, which de-
creases flexibility significantly. The ad hoc capability of BPMN would be part of this
classification.

Now instead of having a high degree of dynamic and a high degree of structure, ad hoc
processes represent the opposite configuration with a low degree of dynamic and a
high degree of unstructured behavior. Flexibility is ensured by collaboratively working
on a shared process instance like it is performed with case management.

By combining high dynamic nature and unstructured behavior intelligent processes
provides the classification in the upper right quadrant. In principle automation of
highly flexible processes (cf. section 4.6.4) is rather difficult but intelligent processes
potentially provide this capability. However most of the execution has to be done
by humans with the help of optimized systems and frameworks like ACM (cf. section
3.5.3).

4.3 Flexibility Issues

Computers and thus automation need clear structured constructs. Flexibility is dealing
with unpredictability. Consequently problems for automating flexible processes are
inevitable.

Based on the taxonomy for flexibility (cf. Figure 3.2), provided by [67] in section 3.3,
issues arise for all four branches. The need for change, even in business processes
is inevitable. Sooner or later every process model needs to be adapted (cf. section
3.3), be it because of changing laws or because of broken hardware of the underlying
server (cf. section 3.2). Issues for variability, looseness, adaptation and evolution will
be illustrated by the following sections.

4.3.1 Variability Issue

When coming to the need of differences between products and services it becomes
clear, why variability drives the need for flexible processes. A very bold and simple
example for variability can be found in the product line of many car manufacturers. No
matter when looking for a certain model with distinct features or, a little more abstract,
a van where many different models could be appropriate, product variability ensures
the need for different processes, however with similar behavior. Thus, a respective
business process model can provide the same source process with different variations
to handle its variants.

4.3.2 Looseness Issue
As already mentioned, unpredictability plays a big role in being flexible because there

are processes and operations, which cannot be specified a priori. However it should be
possible to automate at least parts of a process and handling every kind of process in a
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BPMS. Because of its unstructured characteristic systems have to be able to deal with
this nature by providing ACM modules for example (cf. section 3.5.3.3). Looseness is
needed in order to handle emergent actions only popping up during the execution.
Processes of this type can also be called goal-directed (cf. section 4.6.4) because just
the goal is known beforehand (cf. the upper right quadrant in Figure 4.2).

4.3.3 Adaptation Issue

In order actually to be able to adapt process models a system must provide functions
to update models and its related process instances. Deviations of business processes
and real world operations will occur frequently. Therefore those processes, which are
out of fashion have to be realigned to its real world processes respectively. How this
can be achieved from a technical point of view will be described in section 4.6.

4.3.4 Evolution Issue

Evolution has already been described in section 3.3. Due to business environmental
changes, real world and thus its business process models have to adjust accordingly.
Even though there are no changes in the business environment going on, continuous
improvement (Deming Cycle) optimizes workflows. Therefore a BPMS evolves with its
corresponding real world processes.

4.4 Flexibility Requirements

Besides providing convenient design for any kind of work throughout the entire com-
pany, UX provides just an appealing foundation to enable employees to perform easy
changes without an extraordinary amount of risk. Be it either by clearly structured in-
frastructure or mature user interfaces. This section focuses on technical requirements
[67] in order a system to state itself a flexible solution. As already can be discerned
from previous sections, it is not enough to just technically provide versioning support
for process models. According to Oracle [45] flexibility has to be provided in UX, in
assigning work to resources (primarily humans), in enforcing business policies, which
includes the change during runtime as well as case management, as it is done through
ACM. Depending on the capability to changing processes many problems arise, which
have been handled in previous section 4.3 and causing the founding, illustrated in the
following sections.

4.4.1 Configurability

Plain old process models were static with a high effort to adjust them. Variability
needs are driving configuration of processes, which makes it usable to alter an ex-
isting process due to slightly differences. Making process models being configurable
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[66] it eases process creation for certain variants. According to a patent [36] process
templates are used for configuration purposes.

4.4.2 Differing Process Models

As already stated some business operations need a loosely specified description of a
process. Especially when it comes down to long running processes with the potential
of high risk exceptions [39] ACM capabilities (cf. section 3.5.3.4) are needed. Applying
ad hoc changes to process instances requires the system to handle such changes. De-
pending on this possibility, additionally it increases the demand of features like secure
permission management, proper validation and gapless business compliance.

4.4.3 Versioning Support

There are not just process instances, which need to be adapted but also corresponding
process models have to be optimized and thus need refactoring. Coexisting versions
of different processes providing flexibility in order to choose which version a created
instance should refer to. As will be illustrated in section 4.6 there are some questions
and possibilities concerning a to be updated model and its already running instance.

4.4.4 Transparency

Obviously, unpredictability requires increased concentration on changes made on be-
half of ad hoc adjustments (cf. section 3.5.4.1). Traceability in combination with ac-
countability ensures to reconstruct situations and previously made changes if neces-
sary. But this is not just true for ad hoc changes which are unpredictable. Hence,
transparency has to be enabled throughout the entire execution engine in order to
trace back and browse history adaptations. Even though ACM modules might provide
unstructured execution of certain flows, people must not be able to bypass the sys-
tem. Apart from that workers would be able to execute tasks without logging history
for potential future utilization.

4.4.5 Business Compliance

No matter what ad hoc changes might be able to alter in workflow instances, all of the
changes have to take place inside certain boundaries and limitations. Those rules have
to be kept in mind when changing processes respectively. Violation of federal laws can
lead to extensive penalties. Furthermore it can ruin businesses and their prestige.
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4.4.6 Permission Management

Adding capabilities to change business operations on the fly strengthens the need for
robust and secure permission management. Furthermore the user role concept has
to be suitable for changing permissions (e.g. permission to publish a new process ver-
sion). Maybe there is the need for a four eye approval when it comes to new version
publications. Moreover, is it allowed for someone who updates a process model to
update running instances as well? Several questions arise when granting permissions
to users depending on the field concerned processes belong to. Either they contain
sensible data, which are not allowed to depend on a decision of just one person but in-
stead need two experts who can decide. Or there are just noncritical processes which
are allowed to be adapted by a bunch of people. Howsoever there is one thing which
has to be ensured anytime. Access has to be restricted to authorized and known users
not least because transparency depends on accountability.

4.4.7 Validation Support

Even in boringly predictable processes errors can occur due to dead locks or missing
data. When thinking of updating workflow instances during runtime things have the
potential to get even worse. Since running processes are in a certain state and hold
data of a certain state changing tasks in such a sophisticated scenario could easily lead
to big errors. Therefore every single change, howsoever small, needs to be checked
for syntax errors, potential data errors, blocking activities and compatibility to its de-
pendencies (cf. section 4.6.1). Those validation checks can also be seen as some kind
of UX feature. If users, especially end users, can be sure changes they make can only
have positive impact on the operation they are likely to use the BPMS because they
see its benefits and not just because they have to. Users need to trust the system and
validation helps them to check before something is wrong.

4.4.8 Concurrent Changes

Concurrent changes can be either by simultaneous adaptation of the same process or
by overlapping changes. The latter describes the more sophisticated ones. Whereas
there are already solutions for concurrent changes of the same object my different
people, focus lays on overlapping changes. Basically overlapping changes describe
adjustments to be made on an already changed processes. This is better illustrated by
Figure 4.3, which shows an ad hoc change performed on an instance followed by an
evolutionary change of the corresponding process model and moreover its immediate
change of the instance during runtime.

Starting at time t the process model M is created in its very first version. Next to that
at time t+1 an instance is created based on process model M. During execution of
instance | an ad hoc change takes place triggered manually by an authorized user. This
results | to be derived from M but changed individually, which leads to I'. Afterwards
M will be optimized and version 2.0 will be published. Its corresponding instance I’
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Figure 4.3: Illustration of an overlapping Change

now should be updated instantly to the new model version. Since I’ contains changes
not considered by its model the update of the instance during runtime at time t+3
is more sophisticated than before because of unknown changes. Therefore special
mechanisms have to be provided by the PAIS in order to take care of such changes.

4.4.9 System Learning

The willingness to utilize history changes to improve workflows are considered in many
publications, e.g. [33, 88]. Obviously companies are interested in the reuse of existing
adaptations, because it has the potential to save time and money (cf. section 3.5.4.2).
Again, usability can have a considerable impact on reusing existing actions. For ex-
ample, when certain exceptions occur during process execution, recommendations
made by the system could encourage users to continue execution with existing adap-
tations made in the past. However this strongly depends on the representation of
history changes and its accuracy to fit their reusability in appropriate scenarios. Al-
though system learning hardly seems to be mandatory as a flexibility requirement, it
indeed contributes to the overall system package to improve and facilitate users in
their business operations.

4.5 Pattern Power

Automation needs clear structure and this becomes even more critical with enabling
users to dynamically alter workflows, deleting actions and applying ad hoc changes to
process instances. As heavily used in the domain of software engineering, patterns
provide known and standardized best practice recommendations of frequently used
implementations and issues. Similar to software development the implementation of
business processes can utilize patterns to ensure development of parts according to
best practice knowledge.

Actually software development is a more custom approach to create tools, much closer
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to the computer and technology theme than to the business context. However, this
cannot be generalized. Eventually, software development is to translate real world
processes into a certain application with the help of a certain notation. In this case this
notation is not as abstract as BPMN for example, however there are abstractions in the
languages used in software engineering when comparing Assembler! and Java?. Basi-
cally every automated business process implemented with WS-BPEL for example can
be implemented within another programming language as well and probably a BPMS is
based on Java. Anyway, depending on the given scenario BPM aims to hide complexity
by contrast to programming languages. However patterns does not provide notation
specific or technology specific constructs since pattern based approaches should be
usable throughout the entire scope of process design.

4.5.1 Expressive Modeling

Using patterns in process models means to increase the expressiveness of a process
[67]. Business processes by nature can be highly sophisticated, which makes a process
hard to maintain. Expressiveness can counteract complexity. This can easily be illus-
trated by Figure 4.4 and Figure 4.5 by modeling a simple process for creating cereal.
Since the order of how ingredients are added to the bowl does not matter, a process
specification for a cereal with four distinct ingredients becomes confusing. Figure 4.4
hides most of the possible sequential orders, but it can be imagined how sophisticated
it can get when thinking of its permutation.

> aq|d > add N ad.d N ad‘d
milk cereals fruits grains
&
grab bowl —><X S —><X>—> serve meal
A
N ao!d > ad.d N add N add
grains fruits cereals milk

Figure 4.4: Example of ordinary process

Unlike modeling every permutation, Figure 4.5 just uses the interleaved routing pat-
tern® to achieve the exact same specification with extreme decreased complexity. Ob-
viously readability is given, if implementing the pattern in case of the cereal process.
Additionally to improved readability, patterns can be an extensive time saver. Due to
the fact of an optimization initiative the process of making a cereal is cutted by re-
moving the »Add fruits« activity. Whereas in case of the pattern usage there is just

'Hardware programming, http://asm.sourceforge.net/
2What is Java, https://www.java.com/en/download/faq/whatis_java.xml
3Workflow patterns, Pattern 40, http://www.workflowpatterns.com/patterns/control /new/wcp40.php
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the need for removing the respective activity, updating the process model in Figure
4.4 would lead to some effort.

add milk
add cereals
grab bowl P> p{ serve meal
add fruits
add grains

interleaved routing pattern

Figure 4.5: Example of process with pattern usage

Despite all advantages of using patterns, usage depends on appropriate scenarios.
Similar to symbols used in BPMN, patterns express certain semantics, which needs to
be known by process engineers. As pointed out by [18] patterns can have its down-
sides. Additionally, high expressiveness can lead to more complex BPMS because pat-
tern support needs to be ensured [67].

4.5.2 Control Flow Patterns

Control flow patterns aim to support process modeling of the control flow perspective
[75]. In order to simplify understanding and some other aspects, already mentioned
in the previous section, control flow patterns standardize constructs of the activity
flow. By defining patterns for sequential flows or patterns for parallel flows these pat-
terns raise modeling formations to an abstract view. The interleaved routing pattern
in Figure 4.5 is an example for that.

4.5.3 Data Patterns

As the name suggests, data patterns [73] focus on a different perspective of the pro-
cess model. Since processes utilize data during execution, this data can be represented
in the model. Consequently those patterns standardize representations of distinct
scopes of variables during workflow execution. Furthermore it provides comprehen-
sible representation of data transfers and preconditions regarding data.
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4.5.4 Resource Patterns

The resource perspective of workflows can be identified by various resources. Re-
sources can be human beings, virtual equipment or physical objects. In order to their
well arranged usage of resources the range of resource patterns stretches from differ-
ent kind of distribution possibilities, authorization issues, allocation to visibility [74].

4.5.5 Exception Handling Patterns

Exception handling patterns [76, 53] can only be used for predefined exceptions, which
are known prior to a workflow’s execution. As stated by [76] the type of an exception
has an impact on how an exception can be handled. Handling an exception, which oc-
curred during execution of a certain activity makes a difference by contrast of handling
an exception, triggered by a deadline for instance.

4.6 Updating Work Flows

As described in the previous sections, several preconditions have to be fulfilled in order
to provide change capabilities smoothly throughout the entire process portfolio of
an organization. Since computers and servers rely on structured and strictly defined
paradigms, there is a reason why flexibility and workflow execution is a rather complex
topic. Nevertheless examples show that it can be achieved with the right concept
and appropriate technology as stated by [82, 81]. This section focuses on the hard
facts, i.e. the technical issues behind ad hoc adaptations in workflow instances and its
definitions.

4.6.1 Preconditions of Adaptations

It has been already mentioned that a BPMS depends on a clear structure. When think-
ing of ACM the concept itself is focused on loosely coupled processes. Although the
basis for this concept is built on strictly defined paradigms. In traditional process
aware information systems the concept of how processes are handled might not be as
flexible as it could be. Therefore changed processes have to be validated and tested
as good as it is possible in order to prove they are ready to be executed. An overview
of preconditions has been given in section 3.3. Those preconditions [67] are namely:

B structural correctness

B process definition soundness
B correctness of data flow

B state compliance

Explaining those four preconditions, the assumption has been made that at the ini-
tial point the processes to be adapted already fulfill the preconditions declared. Thus,
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when checking for the structural correctness of a process model it is a proper validated
definition. First, when changing a process, syntactical correctness has to be ensured,
i.e. a change performed on a correct process has to result in another correct pro-
cess, which is true for validation in general. Syntactical correctness depends on the
language used to represent the process. Since each language has its own, sometimes
similar, grammar it has to be proved that the process engine can read this language
properly. Otherwise errors are caused by the BPMS. Structural correctness validation
is rather easy because is can be accomplished during modeling the process. In Figure
4.6 obviously an arrow is missing between Task 1 and Task 2, which would be instantly
lead to feedback in the design application respectively.

O

A 4

Task 1 Task 2 —»O

Figure 4.6: Structural incorrect Process

In comparison to the correct syntax, checking for a process’ soundness increases the
inspection effort. According to a model’s soundness [90] it has to be ensured that each
process finishes in a proper state. This fact is strongly related to the third point of the
enumeration above. Additionally to the option to complete it is important that the
entire process is completed without any dead locks for example. In order to complete
a process in a proper state all corresponding activities in combination with its instance
have to finish the execution. Implicitly this results in the condition of no dead activities.
All of the conditions need to be fulfilled for sub processes as well. When taking Figure
4.7 there is the possibility of a dead activity inside the exclusive choice. Depending
on the condition either Task 1 or Task 2 could be the unreachable activity. Therefore
the condition needs to be validated. If for example the condition results in a hundred
per cent probability for one single branch the exclusive choice would omit the other
branch. Consequently one branch is never reachable, which makes an activity never
executed.

Task 1

A\ 4

O

Task 2

A 4

Figure 4.7: Process with no given Soundness

Workflow execution depends on data objects. Data objects can be easily represented
by variables and as such data objects can be manipulated by certain activities in the
process. Manipulation can cause loss of data, stored in such variables. Consequences
contain missing and unnecessary data as well as lost updates. Figure 4.8 outlines a lost
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update scenario. In this scenario Task 1 writes data to variable x. Subsequently Task
2 overwrites variable x with other data. Task 3 now receives data in x but does not
know that variable x has been overwritten and the origin data stored by Task 1 is lost.
Although this might not result in an error, the consequences can be fatal, e.g. wrong
process output.

Task 2

A\ 4
A\ 4

Task 1 Task2 —»
O— O

Figure 4.8: Process with a lost Update

State compliance does not belong directly to the modeling perspective, rather to the
executing perspective. Accordingly in the context of process adaptations instances
are changed, i.e. running processes will be changed. Since instances are running, they
are in a certain state, which means the flow is at a specific point in its execution. De-
pending on the progress and on the location where the alteration is needed a process
is either possible to be changed or not. If an update on a workflow instance would
not be validated prior to its implementation, errors can arise. Figure 4.9a shows the
process model of an already running instance. The instance should be changed of this
trivial model. Task X will be put after Task 1 and before Task 2. Looking at the instance
of the model in Figure 4.9b, Task 1 has already been finished whereas Task 2 is in a
running state indicated by the play sign. After applying the change of the insertion of
Task X the instance is displayed next to the pristine instance illustration. Without man-
aging states Task 2 is still running while Task X will never be touched because progress
is already too far.

As already referred to, instances might be changed during ad hoc adaptations. How-
ever this is not the only set up where changes to running processes are likely to hap-
pen. Even when process models are updated it can be possible to update its corre-
sponding instances to the new version. In either case, states have to be managed in
order to ensure compliant implementations.

So validation helps to ensure smoothly running instances even if they are changed dur-
ing runtime. Unfortunately some considerations have to be made, regarding Murphy’s
Law. Thus, if »anything that can go wrong will go wrong« is true, then even validation
sometimes can fail. Especially incorrect states cause problems that have to be dealt
with accordingly. As stated by [67] there are five strategies that help to cope with non
compliant process instances.

B partial rollback
B delayed migration
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Figure 4.9: Non state compliant Instance

B always migrate
B instance specific adjustments
B type specific adjustments

Simply put, partial rollback reverts the non state compliant process instance to a com-
pliant state. This does not necessarily mean that the entire adaptation will be reverted,
but essential parts of that change, e.g. undo certain additions. In order to deal with
running processes it is also possible to delay the migration. This can be achieved if the
section to be changed is inside a loop. If the change is not state compliant when the
first iteration after the adaptation is in progress, it can wait to the following iteration
when it becomes state compliant and the update can be part of the flow. Similar to
the partial rollback, delayed migration can only be executed in appropriate situations.

The next three strategies represent some more advanced techniques to ensure state
compliance. Firstly, the so called always migrate strategy is quite easy to explain. Every
instance will be migrated unless it is non state compliant. Otherwise the change will
be neutralized for the non compliant instance. As a consequence the original changes
would not take effect on those non compliant process instances. The name already
suggests that instance specific adjustments might be similar to the previous strategy
and yet it is different. If insertions of additional activities do not matter where to hap-
pen for example, the insert location can be adjusted. Depending on the progress of
an instance, the change can be applied after another activity. Again this strategy de-
pends on the situation of the change because this cannot be applied to deletions of
activities. Lastly, type specific adjustments follow the other direction of the instance
specific adjustments. In order to migrate as many of the running instances the change
itself will be altered. The number of migrateable instances can be increased by apply-
ing changes as late as it is possible in the process model.

4.6.2 Model Changes

Process model changes are quite similar to instance changes, however validation is
easier. Since models do not have an execution state, there is no need to check for
the state compliance at first glance. Depending on the impact of the model changes,
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corresponding instances, which might adopt the updates from their models might be
affected (cf. next section 4.6.3).

Task 3
Model M
XOR
Q—P Task 1 p{ Task 2 Task 5 —>O
XJOIN
Task 4
Model M*
O—P Task 1 p{ Task 3 p{ Task 2 p{ Task 4 p{ Task 5 —>O
Change primitives from M to M’ Change operation from M to M*
1. delete edge T1 T2 2. delete edge XOR T3
3. delete edge T2 XOR 4. delete edge XOR T4 1. move Task 3 between
5. delete edge T3 XJOIN 6. delete edge T4 XJOIN Task 1 and Task 2

7. delete edge XJOINT5 8. delete node XOR
9. delete node XJOIN 10. add edge T1 T3
11. add edge T3 T2 12.add edge T2 T4
13. add edge T4 T5

Figure 4.10: Comparison between low Level and high Level Changes

Basically model adjustments can be handled by two different approaches [67]. Dif-
ferentiating between low level and high level changes reveals that low level changes
have their downsides. Low level changes are defined by primitives, which basically
consist of add node, remove node, add edge and remove edge. Thus when removing
a node, corresponding edges have to be removed as well, which can be considered as
error prone in certain cases because it has to be done manually. High level changes on
the other hand hide this complexity. With change operations such like add, remove
and move not just single nodes but also blocks and groups can be updated easily.
A comparison can be identified by looking at Figure 4.10 where process model M is
transferred into process model M’.

4.6.3 Instance Changes

Changes at the process model level can have direct impact on corresponding instances.
Especially in terms of long running instances such affects can become necessary [67].
Handling or not handling those affects on running processes can basically be achieved
in three ways. First, leaving the currently running instance finish with the behavior
in its initial version, which refers to not handling in this case. Handled will be the
instances in the second way of dealing with this cascading update, even though ter-
minating instances respectively seems to be some kind of rude, which can be done by
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systems. Lastly, the actual way of handling updates for instances allows for a migra-
tion of the corresponding instance. An advantage of the first and second method is
that almost no manual task is required whereas in case of the third method manual
activity is rather likely. Manually migrating instances would be error prone without
validation mechanisms (cf. section 4.6.1). Thus proper migration can be achieved
with adjustments of the current state of an instance in order to proceed execution
smoothly. Adjust variables, revert execution to another location in the execution flow
and consequently adjust states of activities. Therefore providing the capability for al-
tering instances’ past is essential.

Process instance changes, which are not caused by its updated models are the re-
sult of ad hoc changes. Ad hoc adjustments to running processes are often required
by handling unanticipated exceptions in order to ensure most flexible handling [67].
Therefore a PAIS has to provide several techniques to allow a user to handle either
unforeseen or anticipated exceptions (cf. section 3.4). Needed capabilities include
manipulating nodes (e.g. addition and deletion), postpone the execution of activi-
ties, to antedate execution of activities no matter if preconditions are fulfilled or not.
Technically speaking adaptations of instances indeed can lead to changes in the corre-
sponding process model, however logically an instance can be seen almost indepen-
dent from its definition. When talking about ad hoc instance changes the latter will
be assumed.

Region 3 Region 4,

1 1 1

. Regionl | Region2

1 1 1 1 1
1 1 1

! ! ! » Task 3
1 1 1

1 1 1

1 1 1

1 1 1

Task 1 p  Task 2 X
O : et >

: : :

1 1 1

! ! ! p  Task 4
1 1 1

1 1 1

Figure 4.11: Process Regions and State Adaptations

Instance changes must not violate correctness and have to ensure proper execution,
as explained in section 4.6.1. Furthermore adjustments made in running processes
must not affect other instances at the same time. Proper execution includes sufficient
checks for state compliance. This depends on the process region to be adjusted. If
for example the execution flow is just in the beginning section of an instance, no state
adjustments would become necessary. In case of the process in Figure 4.11 even if
Task 3 has been completed and Task 4 is still in a running state, adaptations could be
made between the parallel join and the process end in Region 4 without the need for
further state adjustments. Thus, no yet entered regions do not need state adaptations
when changes are applied to them.

Even though changes happen manually, it has to be ensured to still provide trans-
parency of adaptations. (cf. section 4.4.4). Moreover it can be differentiated between
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permanent and temporary changes [67]. In case of ad hoc actions generally thinking
such changes would be valid until the completion of the instance. Straight flows, con-
taining just exclusive ors, parallel splits and activities, do not need to make decisions
on permanent or temporary changes because changed regions will just be executed
once. When thinking of loops such decisions become reasonable. Certain iterations
perhaps need to be handled by an ad hoc change whereas all following iterations in
a loop do not need this adjustment. Therefore temporary changes would definitely
make sense.

4.6.4 Automation of Adaptations

In order to define what is possible when thinking of automated adaptations, the more
interesting question is what is actually useful. A fine line can be imagined regarding
exception handling and ad hoc manipulations on running process instances. Assuming
ad hoc actions as something more manual, exception handling could be defined in
a much more automatable way. Exception handling does not compulsorily have to
be done manually. Analogously to programming languages’ exceptions, which will be
thrown in certain situations, can be caught and can be handled accordingly. In this
case the exception handling in software development is predefined and thus easier
to handle but unfortunately highly static. Nevertheless separation of ad hoc changes
and exception handling is still fuzzy.

When thinking of hundreds of process instances referring to a single process model,
automation can save huge amounts of resources and keeps the flexibility feature of the
BPMS still working, no matter how much instances have been created. Therefore au-
tomated instance migration (cf. previous section 4.6.3) can have a huge impact on the
feasibility of instant changes. Compared to an ad hoc change, an adaptation caused by
a model optimization knows how the adaptation looks like because it is predefined by
its corresponding model. Nevertheless state compliance can be an issue depending on
the progress of the running process. In case of unpredictable exceptions, automation
struggles because of various problems. Ordinary programming languages are static
and cannot adapt during runtime. However the concept of dynamic software devel-
opment is rather old (cf. Lisp* programming language and its state of the art dialect®)
but still exists.

Although ad hoc actions first and foremost are handled manually, automation can still
be useful in order to increase UX and thus supports the user performing an ad hoc
change. Giving automated suggestions based on historical data could be one method
of assistance followed by an excellent validation check as already discussed in section
4.1. Beside automation of ad hoc changes, in order to automate exception handling,
first of all a PAIS has to detect such a situation whether it is explicitly detected or implic-
itly identified. In either way the possibility of notifications in case of an autonomous
change should be considered in order to inform persons responsible of something au-
tomatically happened. Basically there are three concepts of how to automate adap-

4Lisp, http://groups.engin.umd.umich.edu/CIS/course.des/cis400/lisp/lisp.html
SClojure, http://clojure.org/dynamic
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tations [67].
B rule based automation
B case based automation
B goal based automation

Rule based approaches are also called event condition action (ECA) approaches. This
method detects exceptional situations and can identify changes needed for certain
process instances. Adaptations of running instances are described in [61] where not
yet entered regions can be modified by adding or deleting activities. By specifying an
abstract ECA rule model, parts to be altered can be identified and modified respec-
tively. However this approach includes estimates and thus still contains uncertainty.
Case based reasoning utilizes already used changes to be applied in appropriate situ-
ations. In case of an exception previous adaptations are fetched and if suitable past
changes could be found those changes are implemented instantly. Before such changes
are applied to an instance, appropriate locations, where the change should be imple-
mented will be determined.

Finally, goal based approaches define the goal of a process and extract the process
model out of these specifications. Since the way the goal is accomplished by this ap-
proach is dynamic, occurring exceptions during runtime would lead to adaptations ac-
cordingly. This approach is still limited to some scenarios because special treatment
of loops and other more sophisticated constructs are not that easy to handle by goal
based specification. Gartner mentions a company® in their cool vendors report [27],
which offers goal driven work support by providing plans to choose from specified by
a certain goal. The organization uses an Al approach to create such plans. Gartner
states this as an advanced approach in the ACM sector.

6TActive Intelligent Technologies, http://www.iactiveit.com/
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There are several engines out there, covering the execution of predefined workflows
and predictable exception handling as well. Some provide proprietary solutions for
an even more abstract view on the implementation of business processes in contrast
to ordinary programming. Others offer possibilities that can handle the execution of
processes as part of an overall business suite. All of the following examples provide
flexibility during the execution of processes to a certain extent. How far these capa-
bilities can cover the previously mentioned needs for providing a flexible BPMS, will
be shown in detail. However, the focus will be laid to the technical realization of how
a process engineer or programmer can alter workflows during runtime. Usability, as
described in section 4.1 as an impact on the degree of how flexible a PAIS can be, will
not be evaluated. Nevertheless it can be implied, how convenient it is for a process
engineer to apply changes on running instances. Certainly this will not include the
perspective of how it can be achieved by the end user.

5.1 Windows Workflow Foundation 4.5

Microsoft’s Windows Workflow Foundation (WF) provides capabilities for a descriptive
programming experience. As a .NET! framework, it improves the way how to imple-
ment business logic. Approximately until 2012 WF was just part of .NET without an
separate server. With Workflow Manager? 1.0 Microsoft introduced a server, which
can host WF 4.5 definitions.

In order to simplify implementation of business logic in certain programs, a more
declarative model has been created [25]. Microsoft introduced a new possibility of
writing program code in .NET by describing it with a flow. Actually this flow can be
described with characters in the form of source code as well. However, activities and
arrows are visual objects, which can be easily understood by humans. Hence, imple-
menting continuously changing business logic within programs with the help of work-
flows makes it possible to change certain flows when needed. Although adaptation
of program code is possible as well, workflows are more comprehensible (cf. Figure
5.1). Since workflows provide a more abstract level of developing applications and
services, additional advantages can be discovered in fields of scalability, automatic
tracking and the usage of ordinary workflow tools like implementing a parallel split.
Moreover, with WF it is possible to define state machine specifications that can be
handled equally to the flow chart definitions.

Microsoft’s integrated development environment (IDE) Visual Studio provides tools

LNET Framework, http://www.microsoft.com/net
2Workflow Manager, http://msdn.microsoft.com /en-us/library/jj193528%28v=azure.10%29.aspx
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/ code workflow \

string state; R
| state | receive message
//get input if
if(...) Task 1 Task 2
//execute Task 1
else send message
//execute Task 2
//send output receive message
while

//get input

while (...) Task 3
//execute Task 3

//send output

send message

sequence

Figure 5.1: Comparison between ordinary Code and a Workflow (based on [25])

for visually creating workflows. Even though creation of business operations can be
simplified, it is not meant to be used by end users. Preferably it is a usability im-
provement (cf. section 4.1) for maintaining business logic and simplifying programs
by hiding complexity for the application specialists (cf. Figure 4.1).

5.1.1 Capabilities of dynamic Update

In WF there is the possibility to define several versions of a workflow alongside each
other. Thus, if there exists workflow W with several versions, instances to made of
the one or the other can be specified. Assuming there exist three versions of the
workflow, W1.0, W1.1 and W2.0. Now, when instantiating a workflow the definition
to use can be selected. If nothing is specified, the latest version® will be taken, which
would be W2.0 in this case. By being aware of various version of a workflow, WF sets
the cornerstone for the update of instances.

The feature of updating instances from one version to another is called dynamic up-
date. Based on different identities of a workflow, a persisted instance can be updated.
Since the status of an instance has to be kept in mind, the engine has to know how to
get from one version to the other. Therefore a so called update map will be created,
as illustrated in Figure 5.2 in order to provide the necessary information about the
differences. In his presentation [42] about the future of WF, Ron Jacobs describes the

3What’s new in WF45, http://msdn.microsoft.com/en-us/magazine/hh781025.aspx
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Figure 5.2: The Update Map to get from one Version to the other

update map as a guideline of how to get from one version to the other. The runtime
takes this information and modifies the instance accordingly.

Long running instances are persisted in the database in order to be continued when
necessary (e.g. requested input has reached the workflow). In case of urgent bug fixes
or changing business requirements such persisted instances can be continued with the
most recent workflow definition.

5.1.2 Limitations of dynamic Update

Dynamic update helps windows workflows being more flexible even though instances
are already running. Nevertheless, there are limitations when it comes to the degree
of flexibility. First of all, dynamic updates are just true for dynamically updating the
definition in a later state. This means activities, which already have been executed
cannot be changed (cf. section 4.6.3). Thus, if instances’ progress is too far, some
adaptations cannot be applied to them. In order to provide end users with the capa-
bility of dynamic update, it probably has to be wrapped into a user friendly program
with an appropriate GUI.

5.1.3 Example Realization of dynamic Update

Technically speaking, the transformation of an instance from one version to the other
is done within four steps®.

1. prepare for update

2. make changes

3. create the update map
4. apply the update map

4Dynamic Update, http://msdn.microsoft.com/en-us/library /hh314052(v=vs.110).aspx
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In order to generate the previously mentioned UpdateMap, the workflow definition to
be updated needs to be prepared. The WF framework provides a class called Dynam-
icUpdateServices, which contains static methods to be called. Step one and three rely
on this class to first prepare the workflow definition and generating the UpdateMap
after applying the necessary changes. Listing 1 illustrates how a newly created work-
flow can be prepared for an update.

Listing 1 Call on PrepareForUpdate()

// Create a new workflow
Activity workflow = new MyFlowVl () ;
// Prepare the workflow

DynamicUpdateServices.PrepareForUpdate (workflow) ;

Differences between the original workflow and the updated definition need to be de-
termined by the framework. Therefore the first step identifies all objects of the work-
flow, that are necessary for the comparison between the old and the new version.
After identifying all objects, the workflow is cloned and attached to the original def-
inition. With now having a backup of the original workflow, the definition can be
changed in order to implement the necessary adjustments, as stated in the second
step.

Once changes has been made to the workflow definition, the UpdateMap can be gen-
erated by simply calling the appropriate method in the DynamicUpdateServices class
(cf. Listing 2). In this case the map is returned to a variable and will be used afterwards
to apply the UpdateMap. However, sometimes it is necessary to persist the map on
the file system to be able to postpone the actual update of an instance.

Listing 2 Create the UpdateMap with DynamicUpdateServices class

// Create the UpdateMap and apply it to a variable
DynamicUpdateMap updateMap =
DynamicUpdateServices.CreateUpdateMap (workflow) ;

Step four consists of several sub steps. First, the id of the persisted instance to be
updated needs to be determined. Based on this id the respective instance can be
loaded from the database (cf. Listing 3 at line 6). Second, the updated definition will
be used to create a workflow application. In the last step, this workflow application
can be used to load the old instance and update it to the new definition. Afterwards
the workflow instance will be persisted back into the database by calling the unload
method.
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Listing 3 Apply the UpdateMap to a persisted Instance

// Get id of the persisted workflow to be updated
Guid id = GetPersistedWorkflowId() ;
// Get the persisted instance from the database
SglWorkflowInstanceStore store =

new SglWorkflowInstanceStore ("Server=.\\SQLEXPRESS") ;
WorkflowApplicationInstance instance =

WorkflowApplication.GetInstance (id, store);

// Create a workflow application for applying the map
WorkflowApplication app =

new WorkflowApplication (new MyFlowV2()) ;
// Now load the instance and apply the UpdateMap
app.Load(instance, updateMap);
// Persist and unload the workflow instance

app.Unload() ;

5.2 camunda BPM platform 7.2

Compared to WF the camunda BPM platform?® is a Java based framework for process
automation. Furthermore camunda provides a holistic tool set for managing processes
with tools like camunda Modeler, camunda Cockpit (monitoring and operations), ca-
munda Cycle (synchronizing models) and a public API. In combination with the open
source attitude the BPM platform makes it open for Java developers. BPMN is the
preferred process definition language in camunda’s BPM platform.

Although camunda provides a complete suite, the company still is keen on provid-
ing the possibility of embedding it into custom projects. The platform’s flexibility is
even visible in the versatile implementation scenarios of the framework. Regardless
of whether providing camunda’s process engine in a shared, container-managed en-
vironment within an application server, as a standalone remote server or implement
the engine upon various cluster nodes for scalability and fail-over capabilities.

The framework is based on the Activiti® project, which has been forked by camunda
for using BPMN integration in Java. With its many tools it makes the platform more
than a framework.

5.2.1 Capabilities of Version Migration

Updating running instances in the camunda BPM platform is called version migration.
Similar to WF, camunda is capable of allowing multiple versions of a process specifi-
cation to exist. By default all new instances start with the latest version of the process

Scamunda BPM User Guide, http://docs.camunda.org/7.2/guides /user-guide/
6 Activiti Components, http://activiti.org/components.html
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definition. However, this can be specified, when creating an instance. Process in-
stances, which already exist at the time the process model is updated, will continue
execution with the model version they were started. If yet the optimized model have
to be applied instantly to all running instances, migration can be performed. Thus,
according to camunda’s documentation, simple migration scenarios are supported by
using a certain class (cf. Listing 4).

From the programmatic point of view those simple scenarios can be extended. While
camunda is thinking of providing more support for the version migration, they suggest
two alternatives for migrating versions in a more sophisticated manner. In either way
the current process instance can be terminated and a new one can be started. First
alternative is to forward the state of the newly created instance to the state of the
terminated one. Of course this is a highly error prone task because all kinds of pre-
conditions have to be met when not resuming a created instance at the actual start
point. Moreover transparency has to be ensured manually.

Instead of enhancing the overall version of the original process model, the other al-
ternative is to provide a separate migration version. This migration version can be
thought of an completely customized version, especially designed for the proper mi-
gration of an instance.

5.2.2 Limitations of Version Migration

Theoretically there are few limitations when considering the mentioned alternatives
for migrating a process instance. However this has to be performed manually by an
advanced programmer and process developer in order to bear in mind all possible
error sources. Thus proper execution is a highly risky task, which needs to be tested
sufficiently. Aside from that, no end user would be able to perform such a version
migration.

Only simple migration can be executed with a provided class by the framework. How-
ever this possibility is not exposed in the public APl because migration is considered
an advanced topic, which indeed is quite obvious when thinking of things that can go
wrong. So simple migration has limitations in order to be fulfilled without migration
errors. Therefore new process definitions need to comprise all objects that have al-
ready been executed in the currently running instance, i.e. it depends on the state of
the instance where all executed activities have to be still available.

Identically to WF, camunda’s version migration is just available for persisted instances.
BPMN provides the usage of so called boundary events [63]. Since camunda is relying
on BPMN as a modeling language, those boundary events are limiting simple version
migration. For that reason boundary events cannot be handled properly when being
attached to the activity, the instance is waiting in. Thus, the signal boundary event on
Task 1 in the process model of version 2 in Figure 5.3 would not be triggered. Because
persisted instance is waiting in Task 1, the engine is not able to react to an event at-
tached to the activity in this case. When reversing version 1 and 2 in the scenario of
Figure 5.3, existing boundary event on Task 1 is not possible to be removed because
it already existed when the instance has been persisted while waiting in Task 1.
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Process instance is waiting in Task 1.
Figure 5.3: Ignored boundary Event on Task 1

5.2.3 Example Realization of Version Migration

Since updating instances is considered an advanced topic, there is no special service
that does the migration like in WF. Simple migration can be accomplished by creating
a certain command, which will be consumed by the CommandExecutor. This executor
is provided by the process engine, as can be seen in Listing 4. How to migrate the
new version will be defined by the class SetProcessDefinitionVersionCmd. The class
specifies the appropriate command out of the instance id and the version respectively.
Although version migration is theoretically possible, support for this feature is hardly
given because the majority has to be done by the developer.

Listing 4 Migrate a Process Instance to a new Version

// Set command for instance laZ2b3c and version 2
SetProcessDefinitionVersionCmd command =

new SetProcessDefinitionVersionCmd ("1la2b3c", 2);

// Now execute the command

((ProcessEngineImpl) ProcessEngines.getDefaultProcessEngine ())
.getProcessEngineConfiguration ()
.getCommandExecutorTxRequired ()

.execute (command) ;

5.3 Oracle Fusion Middleware 12.1.3

Oracle’s Business Process Management Suite is part of the Oracle Fusion Middleware
platform. It states itself as a business innovation platform for operation either on
premises or in the cloud. The BPM Suite 12¢’ enables development and implementa-
tion of business applications with additional monitoring features based on the busi-
ness process paradigm. It provides a bunch of tools for managing business applications
in a more abstract way.

"Oracle BPM Suite 12¢, http://www.oracle.com /us/technologies/bpm /suite/overview /index.html
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In comparison to the previous two frameworks, Oracle provide an even more holis-
tic approach with the aim of entirely manage business applications in BPMN. Differ-
ent tools provide support for trained end users. Those tools give users the ability to
manage their applications and operational work combined with several monitoring
possibilities.

5.3.1 Capabilities of Instance Migration

With Oracle BPM Suite, users obtain the ability of managing running process instances
in several ways®. The suite provides this ability through a GUI, which makes it more
convenient for users, than programmatically alter processes. If a process is changed
and redeployed, users can choose if corresponding instances should be kept for later
migration. Instance migration can be managed by a separate graphical interface, which
provides the user with information about current activities and its correlation to other
processes. The GUI’s main purpose is to alter the flow of an instance. Therefore all
current activities are shown in the interface including a drop down for choosing the
new activity to be the new current activity, i.e. the state of the process will be changed
from being at one activity to another one. UX is increased by only showing activities,
where the state can validly be changed to (cf. scenario in Figure 5.4).

Alter Flow

Open Activities Comments
Current New Location a comment
Task 3 Select Task V¥ | Process 1

Task 4 Select Task V | Process 1

Data Objects

Name Scope Details:

correlationl Process 1 correlationl

attributel Process 1 | valuel |
labell Process 1

ownerl Process 1

Figure 5.4: Interface for altering the Flow of an Instance

Additionally, correlations can be reset in order to omit communication with certain
other processes. Correlation represents indicators for different business processes,

8Modifying Running Instances with Oracle, http://docs.oracle.com/middleware/1213/bpm/bpm-
user/bpmug_ alt_ flw_ mig.htm
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which exchanges messages among themselves. By defining such correlations, pro-
cesses know with whom to communicate. Overall adjustment can be commented
with custom text. The alter flow interface in Figure 5.4 shows three buttons where
certain action can be applied. By taking the resuming action, changes will be applied
to the instance and the instance will be resumed. In case of deciding to not instantly
adjust the flow of the instance, changes can just be saved and the instance will be sus-
pended. The new flow can be applied later on. Further, on changing the flow can be
canceled.

Basically, Oracle differentiates between just altering the flow of an instance and alter-
ing the flow caused by a redeployment of a process definition. Beside few exceptions,
the user interface for migrating an instance to a newly deployed specification looks the
same as illustrated in Figure 5.4. So it is possible to tell the instance where to continue
execution of activities, where an instance is waiting in, have been removed.

In order to define processes, Oracle provides support for different objects. Such ob-
jects for defining the process specification can either be ordinary BPMN components
or other objects, Oracle is providing support for like BPEL and business rules compo-
nents. However focus lays on the BPMN components. The Oracle BPM Suite is capa-
ble of automatically migrating instances if just new activities, tasks or data objects are
added or data associations are changed.

5.3.2 Limitations of Instance Migration

Planning to change a process definition and applying it to running instances come with
some restrictions by the use of certain objects. Thus, deletions of sub processes and
gateways are not compatible with instance migration. Yet there is an exceptional case,
because this does not count for exclusive gateways. Like camunda, Oracle has prob-
lems with BPMN’s boundary elements as well, no matter whether adding or updating
them. Sub processes could cause problems as well. Movement of activities into cer-
tain structures like sub processes and inside gateways leads to migration compatibility
issues.

In a blog post Capgemini made a few suggestions for additional requirements [87] of
Oracle’s instance migration feature. The author criticizes, that some process execu-
tions are not clearly visible when alterations have been made for a large amount of
processes. Because of that, he states some requirements from a controller’s perspec-
tive. According to him in some cases the feature should not be allowed at all. Further-
more, for better control in risky situations the permission level should be adjustable
in order to provide four-eyes principle for approval.
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5.3.3 Example Realization of Instance Migration

Listing 5 Example of a Migration Definition with an Ant Task

<project name="instance-migration" basedir="." default="test">
<import file="ant-bpm-instance-migration-lib.xml"/>
<property file="locator.properties"/>
<property name="reports.dir" value="test/output/reports"/>

<property name="plan.dir" value="test/output/plans"/>

<locatorConfig id="bpm.host" host="hostl" port="44000"

user="admin" password="admin"/>

<target name="generate.report" depends="init">
<compositeInstanceFilterDef id="all.instance"
compositeDN="default/MigrateBetweenRevisions!1.0"/>
<locatorSession configId="bpm.host">
<migrateCompositelInstances filderId="all.instance"
revision="2.0" outputFile="${reports.dir}/Rl.xml"/>
</locatorSession>

</target>

<target name="migrate.instances" depends="init">
<compositeInstanceFilterDef id="all.instance"
compositeDN="default/MigrateBetweenRevisions!1.0"/>
<locatorSession configId="bpm.host">
<migrateCompositeInstances filderId="all.instance"
revision="2.0" migrationPlan="${plan.dir}/Pl.xml"/>
</locatorSession>

</target>

<target name="init">
<mkdir dir="${reports.dir}"/>

</target>

<target name="clean">
<delete dir="${reports.dir}" includes="**/*"/>
</target>

</project>

When updating a process definition, corresponding instances change their states into
»pending migration«. In order to raise these instances to the updated process speci-
fication, an instance can either be migrated »as is« or can be adjusted and being mi-
grated based on these adjustments. In case an automatic migration is possible, no
adjustments needs to be performed. Before the actual migration can be performed,
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Oracle provides analysis for migration. Thus, after redeploying an optimized version
of the definition, migration of running instances may need to be performed on sev-
eral instances. Basically, this is done within four steps and starts with the mentioned
analysis.

1. discover which instances have to be migrated
2. run the migration feasibility report

3. create the migration plan

4. perform the migration

Technically, Ant Tasks® define the analysis and the migration. When looking at the
example Ant Task in Listing 5, on line 10 properties how the migration report will be
generated are specified. A filter can be specified, which instances should be consid-
ered for the feasibility report. The feasibility report provides information about which
instances can be migrated automatically, which of them have to be adjusted and which
instances cannot be migrated at all. As can be seen on line 24, the plan of how manu-
ally migrate instances is provided. Specification of how this can be achieved, is stored
in an XML file, which will be defined by user through a GUI. Similar to the interface for
an ordinary flow adjustment (cf. Figure 5.4), reassignment of removed activities can
be realized.

5.4 IBM Business Process Manager 8.5.5

IBM provides a similar approach to Oracle’s BPM platform. As a holistic BPM solution,
IBM offers!® tools for process design, process execution, process monitoring and fea-
tures for optimizing business processes. In order to ensure advantages of BPM in an
entire company, the suite is fully scalable in combination with a service oriented archi-
tecture (SOA). Furthermore, the IBM Business Process Manager offers content man-
agement solutions with basic case management features. According to their product
flyer, ad hoc support including collaborative and social working capabilities are pro-
vided as well.

5.4.1 Capabilities of migrating running Instances

Since IBM’s solution provides features for process optimization, the system is required
to offer update mechanisms respectively. Long running business process definitions
are likely to be improved during their execution and thus their corresponding instances
are required to deal with updated models. The IBM Business Process Manager is capa-
ble of handling such requirements. Workflow models are preferably modeled in BPEL.
Therefore IBM provides capabilities for adding and removing BPEL's basic activities
(see [62] for BPEL specification) as well as modifying the activities’ properties during

9Apache Ant, https://ant.apache.org/
10IBM BPM Manager Advanced, http://www-03.ibm.com/software/products/en/business-
process-manager-advanced
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Figure 5.5: Steps needed for migrating running Instances

runtime. Basic activities are Assign, Empty, Human Task, Invoke, Java Snippet, Reply,
Rethrow, Terminate, Throw and Wait. Moreover Fault Handlers and Event Handlers

in general can be adjusted. Even Loops, Choices and Branches are supported to be
allowed during runtime.

In order to migrate an instance, where its model has been altered, a migration specifi-
cation is needed. Figure 5.5 shows how such a migration process is performed. After
updating the process model, a migration specification will be created. With the assis-
tance of this specification the process server migrates the instances. Which instances
to migrate and which version of the workflow definition will be used can be specified in

the migration specification. Regarding transparency of instance migration the system
supports event tracking in combination with available version historization.

5.4.2 Limitations of migrating running Instances

In case that just properties of basic activities are adjusted, migration is not a problem.
As soon as changes to the business logic are applied, several restrictions arise when
instances should be updated. In general, regions of an instance, where adjustments
have been made may not be entered otherwise migration will fail. More precisely,
this is partly true for more sophisticated BPEL objects. Since Event Handlers are as-
signed to a certain scope in the process, this scope must not have been entered by
the execution progress in order migration to succeed. This is the same for Loop and
Choise elements. Branches, however, do not need to be after the execution state en-
tirely. Just the changed region in the affected branch needs to be untouched by the
execution. Beside restrictions in more sophisticated elements, following mechanisms
are not supported in case of migration.

B compensation logic
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5.4.3 Example Realization of migrating running Instances

As illustrated in Figure 5.5, a migration specification will be used in order to tell the
process server how to handle running instances. After the new version of the process
is created it can be deployed on the process server including the migration specifica-
tion.

Listing 6 Command for Bulk Migration

install root/bin/wsadmin.sh -f migrateProcessInstances.py
[ ([-node node name] -server server name) | (-cluster cluster name)]
(-templateName template name)
(-sourceValidFromUTC timestamp)
[ (-targetValidFromUTC timestamp) ]

[(-slice slice size)]

Instance migration can be accomplished in three different ways. By providing an ad-
ministrative script several options help to successfully migrate running processes. Fur-
thermore the platform exposed the migration capability to the API. Lastly, convenient
migration is provided by the Business Process Choreographer Explorer, which is part
of the solution.

Listing 7 Output when starting migrateProcessInstances Script

WASX7209I: Connected to process "serverl" on node linuxNodeOl using SOAP
connector;
The type of process is: UnManagedProcess WASX7303I: The following options
are passed to the scripting environment and are available as
arguments that are stored in the argv variable: "[-server,hostl, -
templateName, | TestProcessl, j—psourceValidFromUTC, ;2014-11-29T14:44:01
"

The process instance migration is running on server 'hostl' on node 'nodel'.
Please check the log files of the server to get information about the

progress and results of the migration.
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Basically, a migration specification is created by just defining the source and the target
version of the migration. Additionally, differences can be shown by the system. Since
a lot of instances can be referenced to a certain process model, migration of each
instantiation might not be efficient. Therefore IBM provides the possibility of a bulk
migration!!. Migration in bulk can be performed with the help of an administrative
script. Therefore IBM provides the script migrateProcessinstances.py. As can be seen
in Listing 6, the server, the template and the start time needs to be specified.

After executing the command, just a start message will be displayed in the console.
Like described in Listing 7 the actual progress and the result can be seen in the cor-
responding log file!?. Obviously instances, which are in an end state (like finished,
terminated, failed and compensated), are not to be migrated.

HMigrating BPEL Instances in Bulk,
http://www-01.ibm.com/support/knowledgecenter /SSNKAY /com.ibm.wbpm.bpc.doc/topics
/tadmin__instance_migrate.html

12Technical Migration Guide,
http://www.ibm.com/developerworks/bpm/bpmjournal/1305_norelus/1305_ norelus.html
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6 Conclusion

Being innovative is the most crucial aspect for a lot of organizations in order to com-
pete in the global market. Innovation depends on time, risk and most importantly,
change. Changes cannot be avoided and therefore people have to live with it. How-
ever, if changes are useful and appreciated, depends on the viewing perspective. What
if companies could decide to be the initiator for a change? Probably a lot of firms could
gain an advantage out of being the initiator for certain changes. So utilizing changes
instead of combating them sounds like the most appropriate choice. Thus, innova-
tion indeed can help businesses to gain an advantage. Eventually, advantage can be
defined by the difference of innovation between an organization and its competitors.
Beside changes, time and risk influences innovation capabilities as well. Because com-
petition is hard to handle without being innovative, companies are forced to take risks
and trying new things. As a result, firms strive to minimize risk and still looking for
innovations. For a state of the art organization, information technology plays a major
role for administration and operation together with support throughout the entire in-
stitution. Since firms are managed by computer systems, such systems are required
not just to support innovation but rather drive this kind of intentions. Development
of specialized computer programs, swallows money and more importantly, time. That
is the reason why companies have been looking for an abstract way to tell computer
systems what they can help them with. Results, among others, are known as process
modeling languages, state machine illustrations and rule based specifications of how
describing computer programs in a more natural way. Hiding complexity by simpli-
fying program specifications leads to faster implementation of such systems. Time is
the third dependency innovation rely on. Thus, if technology is optimized to do things
faster and additionally can enable new attempts of doing business, companies meet
the preconditions for being an innovative company.

Computer systems are intended to solve repetitive tasks by maximizing speed and
minimizing failures. As a result programs are static and have not been built to be
flexible in the past. Nowadays IT changed its paradigms and is keen on providing flex-
ible, lightweight and scalable solutions with decreasing maintenance effort. Process
engines basically execute corresponding process specifications. Even those specifi-
cations need to be adaptable to some extent. Full featured solutions come in many
shapes and sizes and two big ones have been mentioned in this work (cf. section 5.3
and 5.4) in case of their capability of instance adaptability. Those solutions provide
support for case management (cf. section 3.5.3) as well as for traditional business pro-
cess execution. Since case management introduced a new handling of unpredictable
processes, this paradigm is meant to be operated by humans, i.e. knowledge workers.
However, highly repetitive processes, which are automated need to be updated from
time to time. Beside IBM and Oracle, other companies provide similar approaches for
dealing with BPM in a flexible manner. Still there are limitations when it comes to in-
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stance migration in order to reference updated process model versions. And this is just
considered the technical point of view, where usability has not been paid attention at
all.

Although BPMN is a de facto standard when it comes to define business processes, its
usage in some projects is questionable. As mentioned in section 2.2.1, execution of
plain BPMN is hardly possible, which imply BPMN would just be a plain modeling nota-
tion. Because of the widespread usage and famous supporters of this notation systems
with support for BPMN will not stop to exist. Alternative approaches are available al-
though its maturity in all aspects of the system is not that clear. One example is S-BPM
[31], which is based on state machines. As long as BPMN based systems are usable
and are able to be refined, companies will use them. Nevertheless, when thinking of
instance migration, BPMN is restricting features from being feasible. For example, at-
tached events limit the capability of instance migration in PAIS as described in section
5.3.2. Actually, people just want an easy way to tell the computer system what to do
and as already explained, easy in this case means that complexity is totally hidden. At
least technological complexity should be hidden, because business requirements still
can be sophisticated to some extent. Probably Al will help to reveal new possibilities
to communicate with computers in an advanced way. In the best case humans tell the
system what they want to be the outcome and the computer will try to accomplish
the task. Basically, this has already been done by goal based automation, described
in section 4.6.4. Yet maturity is far from being useful throughout the entire process
solution.

For now, flexibility to a certain extent is feasible, however for whom it is actually re-
alizable has to be discussed. Certain adaptations still require the knowledge and ex-
perience of a specialist, which has not the kind of understanding of the business side
as the knowledge worker would have. Although there are GUIs, where user experi-
ence needs to be improved. Several companies revealed mobile apps for dealing with
business requirements and thus with the advantage of using a mobile device for cap-
turing data, change settings and several other things, which could help the company
aligning their processes to the real world. In the end it is just the level of abstraction
compared with the convenience to use and work with those system, developed as a
holistic solution.
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