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Abstract 

 

 

Currently, the analysis of mammalian cell culture bioprocesses is discriminated into a multitude of 

highly complex disciplines which share several common goals: to make bioprocesses safer, cheaper and 

easier to control. In mammalian fed-batch process control, one topic has been dominating and dictating 

research in this area for many years: The problem in build-up of high lactic acid concentrations [1].  

 

Interdisciplinary discoveries in several fields are able to combine and expand knowledge in the 

individual technologies and address today’s challenges in industry [2][3]. We present a systems approach 

comprising process control, modeling and cell line engineering, where the genetic background of 

mammalian cells and tissues, more precisely their measured transcript level and isoform composition, is 

linked to a highly customizable mathematical model. This model can be used to test the cell’s in-silico 

behavior in various process modes and simulate the metabolic response under physiological conditions. 

One of the targets of modeling was to show different pathways how to reduce lactic acid build-up and 

to explore the model to gather new ideas to accomplish this in different ways. By incorporation of the 

clone’s genetic identity we i) show differences in the dynamics of metabolic shifts ii) reveal potential 

targets to improve cell engineering and iii) provide the basis for screening suitable process and control 

modes for potential production cell lines ab initio [4].   

 

 

Keywords: mammalian cell culture, systems analysis, mathematical modeling, CHO cell metabolism, 

process control 
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1. Introduction 

1.1. Problem statement 

In process development, clones need to be selected. The main selection criteria for this are high titers 

and high growth kinetics. However high growth kinetics reveal overflow metabolism, such as lactate 

production [5][6], which is a disadvantageous in respect to metabolic efficiency [7][8] which often 

corresponds to a lower product titer [9]. This metabolic efficiency can be modulated by operating in a 

chemical environment of high productivity and metabolic efficiency, and the tool to do this is using 

intelligent process control. The challenge we face is that the genetic background of every producing cell 

line is unique, and their response to one process scenario and its control may be very different. This 

leads to a different performance under the same chemical conditions and therefore unpredictability and 

insecurity in regard to the question which conditions may lead to optimal performance in situ.  

 

As a consequence, we wish to contribute to an area of hardly any understanding, namely i) how the 

genetic heritage of clones, more precisely isoform composition, can affect cell metabolism, and ii) how 

process conditions, such as timing and intensity of shifts or pulses, can lead to a modification of 

metabolism. Apart from the enzymatic composition, which determines the genetic architecture, the up- 

or down-regulation in transcriptomic levels [10] can be considered as well to reveal how a stronger 

transcription may contribute to metabolic regulations. Different tissues, cell lines or high and low 

producers of the same product can then be analyzed under the same standards and by exposure to 

identical in silico process conditions to find i.e. that a carbon limitation strategy may be beneficial for 

one clone but not for another due to a general lower glucose uptake rate due to genetic background. 

 

Usually, enough data is available way ahead of the first bioreactor run in form of transcriptomics which 

analyzed how well the genetic modifications on the clone were integrated. Exactly this data is highly 

interesting for us and was used to describe particular clone-dependent behavior in simulations. 

Transcriptomic data from different clones and tissues is publicly available and the model we use for 

these simulations is based on work published under [8][11][12].  
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Figure 1: What makes a high producer a high producer? 

 

Each clone reacts differently to process changes. Anticipating these changes by simulating how the real 

process might possibly run under the given conditions in silico, we believe that this tools may help us in 

finding clone-dependent optimal operating conditions.  

 

1.2. State of the art  

 

Modeling the intricate metabolic behavior of living microorganisms is a challenge which is faced best 

with as few assumptions a possible. Those which have to be made should be as general and reasonable 

as possible, optimally without empirical equations and supported by relevant literature. But the most 

important consideration should be to generate a model which will be able to describe the current problem 

appropriately. That includes the premise that the given system will fulfill the assumptions most of the 

time, and this might be the hardest task.  

 

There are many published mathematical models which use mass balances to describe input and output 

but often a simple model means hefty assumptions which run the danger of having to be recalculated in 

a parameter estimation fit every single time the model is tested with new data. Such models often include 

very specific parameters concerning cell growth and death and changing metabolic yields and may lack 

transferability to other processes because recalibration may not be successful. 

 

The general structure of current mathematical models can be described with Monod-Wyman-Changeaux 

[13] kinetics, where a rate decreases with a lower concentration of the limiting substrate,  
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𝑟 = 𝑟𝑚𝑎𝑥  ∙  
𝐶𝐴

𝐾 + 𝐶𝐴
 

 

(1)  

where r is the forward or backward rate, rmax the maximum possible rate, C metabolite concentration 

of compound A and K the concentration at which the speed of the reaction assumes exactly half 

maximum speed. Most rate changes, i.e. for metabolite consumption, but even growth rate are described 

with variants of this relationship. It does not come as a surprise that mostly batch fermentations, but also 

continuous cultivations can be sufficiently described with variants of this basic relationship and enjoy a 

great popularity because they work for their intended purpose [14][15]. While in a batch culture the 

substrate will eventually reach zero, and uptake must stop, in continuous cultivations a particular 

concentration can be held, and a certain flux can be therefore set up and ensured.  

 

All of these rates involve a forward (fw) and a backward (bw) reaction, therefore each of the reactions r 

can be written as rfw and rbw [16]. Both rates go into opposite directions, and the resulting final rate 

determines in which direction the reaction is headed and if a substance is produced or consumed. 

However, there is more to it, especially if multiple intermediates are involved and the reactions are close 

to equilibrium. The denominator N explains allosteric regulations which happen further downstream in 

the equations and can contain several activators and inhibitors which affect the final outcome 

significantly. 

 

𝑟 =
𝑟𝑓𝑤 − 𝑟𝑏𝑤

𝑁
 

 
(2)  

 

The full term may look in a simple form as the following equation 3, however the appendix will contain 

a list of much more complex reactions: 

 

𝑟 =
𝑟𝑓𝑤 ∙

𝐶𝐴
𝐾

− 𝑟𝑏𝑤 ∙
𝐶𝐵
𝐾

1 +
𝐶𝐴
𝐾

+
𝐶𝐵
𝐾

 

 

(3)  

Mathematical models often use these kind of descriptions in their equations. They are our best 

mechanistic attempt to simplify complex effects such as cell growth in batch and fed-batch [17][18][19], 

but also chemostat cultivations [20][7][21]. There are plenty of models available which extend the 

simple models by inclusion of parts of the TCA cycle [22][23][24] to gain even more insights into the 

mechanisms involved, but as more parameters are introduced, complexity level increases while general 

validity decreases because often the parameters become bound to one clone or process strategy.  
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In the end, all models may have to prove themselves by showing their practical use in the intended 

application. Most mammalian processes today are “simple” fed-batches in which cell death is prevented 

as long as possible by shifts in the external conditions [25] and genetic architecture of the cells [26]. 

Differences between clones make a generalization of a simple model difficult and may lead to the 

situation where even after validation in one process the benefit of application is restricted to only this 

one clone, one type of medium, one type of process condition or all those points at the same time.  

 

Therefore, oversimplified models trying to describe fed-batch cultivation processes might or might not 

capture enough of the most critical parameters in a dynamic fermentation. To make things even more 

difficult, an inevitable decrease in cell viability over time massively affects the cell’s metabolism 

[27][28][29]. The inability to provide a valid and general metabolic model for mammalian processes is 

symbolized by the huge numbers of different and at the same time similar attempts to reduce a model 

down to its most essential parts, as summarized by Pörtner et al. [30]. This problem is even more 

accentuated by the striking lack of mathematical descriptors of critical factors, which influence cell 

metabolism in a dynamic fermentation format such as batches and fed-batches, where the lack of 

parameters only shows in the longer fed-batch processes where metabolism is very hard to represent 

accurately.  

 

Such missing parameters may involve the dynamic changes in pH and pCO2, which are not always 

perfectly controlled and osmolality, which is usually not controlled at all in fed-batches [31][32][32]. 

Homeostasis between external and internal pH, like in lactic acid bacteria [33], is rarely mechanistically 

considered, although practitioners and researchers know that a shift in external pH shift leads often to a 

shift in internal pH within less than half an hour [34][35][36] and makes it possible to act directly on the 

cell’s metabolism [37][38][39][40] by affecting the reaction rate of glycolytic and other enzymes 

[41][42][43][44].  

 

And yet there is still an insatiable hunger for more simple, universal and accurate models. Because they 

can be only as good as their assumptions, the premises and expectations of the model’s result should be 

stated in advance and compared to what is scientifically reasonable to model accurately and what is not. 

This concerns the following most important factors: i) predictable cell growth and ii) no delayed time 

effects affecting metabolism. These two conditions hold mostly true for two process formats: short-term 

batch fermentations and continuous cultivations, in which the chemical environment is refreshed 

continuously and guarantees stable growth conditions without limitations or inhibitions for a long time. 

The currently presented model is capable of mimicking all process modes but was intended to mainly 

generate knowledge from the cell’s genetic architecture and isoform specific mechanism under different 

chemical conditions.  

 

Pulses in a low glucose environment as well as shifts in pH can lead to different responses between 

clones and tissues which can be analyzed qualitatively and assessed quantitatively in experiments. 

Enzyme parameters, sensitivities towards inhibitory and activating substrates as well as any initial 

metabolic environment can be fully edited and tested under any thinkable range of simulation conditions, 

and provide interesting insights into the cell’s response to stimuli.  
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A computer simulation also has a significant advantage over wet lab experiments: the environment is 

not influenced by any unintended process events which may modify the cells’ behavior and can be tested 

as many times as necessary for the intended purpose by applying minute changes to the process 

conditions or enzymatic regulation.  

 

Our purpose is to provide a useful tool to improve the understanding in a systems approach in several 

engineering disciplines [45]. We combine rational protein design, cell clone engineering and accelerated 

process development by exposing the cells in silico to a relevant challenge in several scenarios as 

described by Kitano [46]. We want to make clear that we do not actually design or modify real proteins 

in this contribution. We are merely interested in the results of the simulation after protein modification. 

Such a modification may involve, for instance, substitution of one or several amino acids, which can 

affect the protein’s binding specificity to i.e. a substrate, activator or inhibitor [47][48]. We also advise 

to remain cautious about the model’s qualitative dry lab output which may have to be adapted to the 

quantitative wet lab reality. 

 

1.3. Approach 

Our approach in improving current process control strategies encompasses a mechanistic explanation 

for differences in clone metabolism based on the clone’s genetic background. In order to investigate the 

differences, the already existing mechanistic model developed by [7][49] was fed clone-specific 

transcript data [12]. The previously described model is extended by isozyme-specific parameters which 

are retrieved from literature databases [50][51]. Enzyme levels and ratios can be exploratory varied to 

find those enzymes which have the largest impact and help to explain most of the in-silico metabolic 

behavior of the culture. Additionally, a simulation can be conducted in several possible cultivation 

scenarios, in which metabolic response and clone performance can be assessed in silico.  

 

The underlying model was modified and extended in the following respects:  

 

 The most important allosteric regulations happen in glycolysis, therefore the TCA Cycle and PPP 

were kept constant to prevent over-complication of the given problem [49]. 

 Isoform fractions of not only a few selected, but all isoforms in the reaction network catalyzing 

the same reaction are introduced in the rate equations to account for the genetic diversity of 

clones. The list is incomplete and can be further expanded when feedback regulations in the form 

of equations become better understood and their kinetic parameters become known. 

 Differences in transcript level are used to increase or decrease the calculated rate rmax, which 

opens up simulations of the metabolic response related to variable enzyme levels. 

 External process parameters can be varied (i.e. timing and power of shifts in pH, glucose and 

lactic acid concentration) during simulation to elucidate their implication on cell metabolism and 

process control [4]. 
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 Several optional settings, i.e. pH sensitivity of glycolytic flux and effect of low glycolytic flux 

on growth are implemented but not validated, and therefore open for exploration only. We hope 

they may help in calibrating the model to real data sets in the future.  

 The code, originally written in Matlab, is now partially editable in Microsoft Excel, which makes 

it easier to implement changes on genetic composition, protein mechanism or process control 

level. Matlab is still required to run the script, but it accesses all previously modified parameters 

from Microsoft Excel, runs the simulations under the new conditions and saves a report file 

together with figures of the results.  

 

1.4. Novelty 

 

To the author’s knowledge, a clone’s full genetic information was never attempted to be included in 

simulations of its metabolism. We want to focus on the impact of enzyme composition involved in the 

glycolytic pathway. The simulations are expected to unveil clone-specific responses to dynamic 

perturbations in the chemical environment as seen in real processes. The individual responses after 

exposure to different stimuli (glucose pulse, pH shift) are believed to lead to more knowledge in the 

fields of directed protein design, clone engineering and radical improvements of cell-specific process 

parameter set-points instead of current arbitrary initial guesses as practiced when characterizing a new 

clone in industry. 

 

The novelty of this approach is the combination of transcriptomic data, modeling and process control 

strategies in mammalian cell culture, thus enabling simulation and possibly prediction of the dynamic 

behavior of different industrial mammalian cell lines and tissues based solely on their genetic 

background with a mechanistic model. As tangible output qualitative information about an unknown 

clone’s metabolism may be obtained in comparison with another clone such as: strong or weak producer 

of lactic acid under standard conditions, or good or bad growth under glucose-limited conditions. 

However, these statements are indicated in the simulations, not in wet lab experiments yet. Therefore, a 

small part of very differently behaving clones in silico should be used for verification of these hypotheses 

under standardized conditions. This may mean that an industrial strain will leave its proprietary feed and 

medium environment and may not have the same quantitative behavior as during simulation, but a 

qualitative analysis should be generally possible.   

 

1.5. Goal  

This contribution is dedicated to developing a comprehensive understanding how different isozyme 

compositions can affect the metabolic fate of a cell line in development and its resulting underlying 

process control strategy. Such a fate can encompass i.e. metabolic overflow as described by [24][52] or 

more efficient metabolism [53][54][55]. As simplified representation, the simulations are understood to 

be qualitative rather than quantitative in their output and serve as a guide to develop lean clones by 

identifying crucial metabolic regulations and bottlenecks as well as show the path to improvements in 



Marshall Plan Foundation, 2015 9 

 

 

clone engineering and process control in a very early screening of clones. As very practical outcome, 

this work can be immediately used to screen large data sets of yet untested next-generation high 

producers [10][12][56] to compare their performance in several synthetic benchmarking scenarios [57]. 

 

1.6. Workflow  

 

These process parameters include, but are not limited to pH, substrate and metabolite concentrations, 

online set-point controls as well as the type of feeding profile [58][59]. Our simplified mechanistic model 

for glycolysis under different levels and types of isoforms is expected to illuminate the intricate allosteric 

regulations and dynamic effects of genetically very differently tuned industrial strains and empower 

process engineers to select the best-suited process control strategy by design.  

 

This contribution is expected to weld the invisible band between cell characteristics on the genomic 

level, description thereof by mathematical modeling, and final implementation in the bioreactor with 

state-of-the-art process control. We believe that a holistic perspective is not only capable but also 

necessary to solve otherwise isolated and therefore challenging problems with the most simple and 

intuitive techniques from either technology. Our vision is the description of a systematic methodology 

which may serve as a prototype to describe more complex problems than lactic acid metabolism in the 

future by bridging several disciplines in bioprocess development [3][60][61].  

 

2. Materials and Methods  

2.1. Data set 

The available dataset includes different tissues and cell lines and was collected and kindly provided by 

Nandita Vishvanathan and Ravali Raju [12]. Transcriptomic information was obtained by RNA-seq and 

microarray measurements of different specimen after 4 and 7 days in culture [10].  

2.2. Isoform influence 

The levels of each class were statistically analyzed for the min, mean and max values of all clones. The 

weight of each isoform was calculated for ratios. If only one isoform exists, the ratio is 1, or 100%. An 

example is given below. The rate multiplies by this ratio and all involved isoforms are added up to 

determine the final rate. In a simplified example, where rHK1 would weight 0,77 and rHK2 0,21, the 

final rate calculation would follow the form r = rHK1 + rHK2. The differences between both enzymes 

is their specificity towards glucose, which is closer described in the excel sheet containing all isoform-

specific parameters, can be fully modified and serves as direct input for the simulations.  
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Figure 2: Isoform ratios. Every pie represents a clone’s genetic isoform composition 

in percent. 

 

2.3. Transcript level normalization 

The data was normalized by dividing the genes’ absolute intensity of the readout by the level of a house-

keeping gene, whose abundance is assumed to be evenly distributed among the cell lines under 

investigation and in this case Gapdh [62][63]. The factor (how much more of one particular isoform 

exists than average) can be then plotted for each isoform and each clone.  
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Figure 3: Transcript levels. Every bar represents a clone’s fold-change compared to 

the mean transcript level of all clones of this isoform. 

 

Finally, the data is automatically read out by Matlab and used for simulation conditions which can be 

closer specified in the excel sheet containing the starting parameters.  

 

 

3. Results  

3.1. Scenarios 

 

The following scenarios were compiled to test the given dataset under all kinds of different process 

conditions and to show the difference in metabolic response.  

 

 Impact of clone architecture to model behavior (considering isoform and transcript level) 

 Continuous feeding with pH shifts and glucose pulses 

 Varying power, direction and timing of pH shifts  

 Exploring interesting targets for protein design (in-silico modification of substrate/inhibitor 

binding specificity of i.e. LDH, HK…) 
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3.2. Simulation of continuous behavior 

The following experiments were performed to show the effect of isozyme composition and transcript 

level on metabolic behavior between different clones. 

 

First, the scenario entails a glucose shift from a strongly limiting concentration of 0,1 mM glucose to 

5,4 mM (roughly 1 g/L) glucose. On the left, glucose concentration in mM is shown, on the right the 

specific glucose consumption rate of the cells in mM/h. As can be seen in this very simple example, a 

change in glucose concentration leads to an instant increase in the consumption rate.  

 

  

Figure 4: Simple glucose pulse experiment, Glucose concentration in mM and glucose 

flux in mM/h 

 

The scenario is repeated but this time isozyme ratios and transcript levels of the particular clone are 

considered. The following graph is used as visual reference about the cell’s isoform structure and genetic 

background.  
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Figure 5: Simple glucose pulse experiment taking the clone’s isoform composition into 

account - Genetic background of clone A8MAB. The bottom bars indicate the biggest 

three upregulated and smallest three downregulated enzymes, in respect to GAPDH, 

a housekeeping gene to which transcript levels were scaled.  

 

Indicated as pie are the cell’s major isoforms in Matlab’s standard colors for categorical data. If only 

one isoform is available, only one color fills the pie, otherwise more colors are used. The bar charts 

signify the transcript level (or fold change) of the reaction rate for each isozyme normalized to a 

housekeeping gene. The y-axis is the numeric fold change and the x-axis the isoform in question in 

regard to the mean level of this isoform which was determined from all clones. Finally another bar chart 

represents by which standard the cell line’s transcript levels were normalized on log2-scale for a full 

view of present isozymes compared to the mean and the highest and lowest three genes highlighted in 

yellow resp. red. A very detailed description of the calculation and a concrete example is given in the 

appendix and in the formula below. Our contribution does not only include a few selected, but all 

possible isoforms, their ratio in any given clone, and the amount of transcript readout relative to the 

mean readout.  
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Figure 6: The decision to include isoform composition (blue) or additionally also 

transcript level (orange) changes the results of the simulations for A8MAB. The 

default model is black. Glucose in mM, glycolytic flux in mM/h. 

 

The ratio of isozymes is incorporated in the rate equations by modifying the forward reaction with TSL 

(transcript level), which represents more of the enzyme in question, fractions of the individual rate 

equations for each isozyme or both. Facdefault 1 represents a default ratio where no isozymes are 

considered but one dominant form, where the dominant form is the same as in [49]. TSLdefault 1 

neglects the effect of increased or decreased enzyme levels and the rate equations are multiplied by a 

factor of 1. An example of the modified rate equations is given below. Prior experiments were conducted 

by modifying the isozyme ratio of HK, PFK and PK and transcript levels of PFKFB in a clone, for which 

the mathematical model was calibrated for [7][11][49].  

 

This contribution considers not only all available isoforms in their exact composition as calculated from 

the provided transcriptomic data [10], but also the transcriptomic level of any clone in this data sheet. 

As a consequence, the model may have to be adapted to yield reasonable intracellular concentrations for 

all clones under investigation. The general form of how transcript levels are incorporated into the 

existing model is described in the following formula:  

 

 

 

𝑟𝑓𝑤1 =
𝑟𝑓𝑤1  ∙ 𝑇𝑆𝐿1 − 𝑟𝑏𝑤1

𝑁1
 

 

(4)  
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𝑟𝑓𝑤2 =
𝑟𝑓𝑤2  ∙ 𝑇𝑆𝐿2 − 𝑟𝑏𝑤2

𝑁2
 

 
(5)  

𝑟 = 𝑟𝑓𝑤1 ∙ 𝐹𝑎𝑐1 +  𝑟𝑓𝑤2 ∙  𝐹𝑎𝑐2 

 
(6)  

 

The investigated clone A8MAB has a decreased amount of nearly all isozymes and GAPDH, resulting 

in an absolute decrease of all rate equation modifiers except those for LDHB and LDHC which are 

increased. Reasons for such low transcript levels may be genetic engineering because of an interest to 

drive the clone’s metabolism towards a metabolism of reduced lactic acid formation.  

 

Plotting A8MAB versus another clone, A11PARA, under the same conditions yielded very large 

differences in the genetic architecture of some particular genes responsible for increased glycolytic 

activity, namely PFKFB3 [64] , PFKL [65], and both HK 1 and 2 [66][67] which have a high affinity to 

glucose even at low glucose levels. 

 

 

Figure 7: Genetic background of clone A11PARA. 
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Figure 8: Comparison of metabolic response between two different clones (A8MAB: 

top, A11PARA: bottom) when isoform composition is taken into account (blue) and 

when transcript levels are taken into account additionally (orange). The black line 

represents default behavior. Glucose in mM, glycolytic flux in mM/h. 

 

Simulation results and comparison with the first cell line reveals that glycolytic flux is higher in this 

clone. They also show that it matters whether only isoform composition or additionally the amount of 

enzyme according to the measured transcript readouts is considered or not. For further investigations, 

simulations considering both isoform composition as well as transcript levels were taken into account 

with the exception of PFKFB3 which stays exactly the same for all clones. The reason for not including 

changes of this important regulatory enzyme is that an important assumption was made in the early 

versions of this model and requires more attention.  

 

KbP, an early transcript level-like parameter describing the ratio between forward and backward reaction 

for the F6P –> F2,6bP node was set to 10, and acting on this value with two more factors could lead to 

a situation where more F2,6bP is consumed than is available because the backward reaction rate becomes 

larger than the forward rate even when F2,6bP is already zero. This problem arises because KbP must 

be known, at least approximately. It can assume values between 0,4-710 [49] between tissues and clones. 

An excel sheet is provided to better explain the problem. However, if the exact KbP is known or well 

estimated, it can be set individually to the desired value and a change of PFKFB3 can be simulated for 

any individual cell line instead of making this assumption for all clones.  

 

Conclusively, as a first step, transcriptomic information was integrated into the mathematical model 

under the following considerations: 
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 The original model without implementing isoform composition or process events can be used to 

test metabolic response to a different chemical environment  

 By introducing isoform ratios, metabolic changes between all clones can be observed, i.e. under 

glucose limited conditions. However, isoform composition can potentially be very similar and 

result in almost no difference between clones in the simulation. 

 Transcript levels of enzymes may yield more interesting results since some clones have more of 

the same isoform than others. This quantity is difficult to represent for two reasons: first, a higher 

transcript readout does not automatically mean a higher enzyme concentration and vice versa. 

On the other hand, not including such an important effector of rate speed may lead to 

oversimplification of otherwise very different transcript levels between clones.  

 Calibration – some assumptions may need revision, such as the transcript level and basal reaction 

rate of PFKFB3 or other enzymes, which are modified by both a transcript level and isoform 

composition factor. If clones should be tested under the same standardized conditions, 

concentrations of any intermediates may not turn negative or reach unphysiological 

concentrations in the simulations. 

 

We have shown that the way to analyze transcriptomic integration into a mathematical model may affect 

the results of the simulations. We decided to use both isoform composition and transcript levels in further 

simulations to reflect both effects in distinct scenarios as accurate as possible.  

 

3.3. Influence of pH shift 

The basic model involves a transporter equation for lactic acid which explains how chemical equilibrium 

between cytosolic pH and cytosolic lactic acid and extracellular pH and extracellular lactic acid can 

drive lactic acid production or consumption. To show the mechanism in action, a pH shift was simulated 

for both clones and its impact on the lactic acid profile and viable cell concentration shown. To gain the 

most insights from the experiment, the experiment shows cell metabolism i) at a low glucose 

concentration and high pH, ii) at a high glucose concentration but low pH, and iii) at a high glucose 

concentration and high pH.  

 

While in the simulations both cell lines start alike, their behavior during a pH shift diverges due to a 

difference in genetic composition. After the first pH shift by -0,2 units, lactic acid production is reduced 

for both clones. But while clone A11PARA continues producing lactic acid, A8MAB begins 

consumption. After glucose is restored to a higher level, lactic acid production sets in again due to an 

increase in glycolytic flux, albeit with different specific production rates. A final pH shift back in the 

same order of magnitude leads to increased lactic acid production once more.  
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Figure 9: Influence of pH shift. Two clones are compared in their metabolic response 

of pH shift: A8MAB (blue) and A11PARA (orange). External glucose and lactic acid 

concentration in mM, VCC in E5 cells/mL, lactic acid flux in mM/h, growth rate in 

h-1. 

 

The simulation results indicate that A11PARA may be a stronger consumer of substrate and stronger 

producer of metabolites in the form of lactic acid, whereas A8MAB might consume less substrate but 

finally be less inhibited by lactic acid as seen in the total number of viable cells at the end of the 

simulation.  

 

Growth is explained by the standard model using the following relationship between glucose availability 

and lactic acid inhibition, which was used in a continuous culture experiment [7] but may have to be 

modified to better fit the scenario’s reality. 

 

µ𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑  = 0.055
𝐶𝐺𝐿𝐶

𝐶𝐺𝐿𝐶 + 0,3
∙  

144

𝐶𝐿𝐴𝐶
2 + 144

 

 

(7)  

A pH shift may lead to a reduction in lactic acid production, but it may have also other less desirable 

effects, such as reduced cell growth. An external pH may shift the internal pH by a few units depending 

slightly on cell clone [36], which then may act directly on the cell’s rate limiting enzymes in glycolysis, 

such as HK [42][68] and PFK [69][70]. 
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3.4. Influence of pHe on pHi 

How much the external pH correlates with internal pH can be assessed by one-time calibration. However, 

this is somewhat problematic for a screening tool with different cell lines, because finally, the calibration 

curve may vary slightly between clones. Still, we believe that assuming a constant pH gradient during 

pH shifts is farther from reality than using an experimental reference conducted with mammalian cells 

and therefore enable this reversible option for our model simulations. Allemain et al. have measured 

exactly this relationship in fibroblasts and found that different clones have a relatively constant slope.  

 

An increase of roughly 0,55-0,6 units pHi per 1 unit increase in pHe [36] can give an estimate how much 

other cell lines might differ from each other. The slope is relateively constant, but the intercept may be 

different. Since we are interested mainly in the slope, which is the relationship between pHi and pHe, 

we find this less problematic for our purpose. Therefore, even though clone to clone variance is possible, 

this relationship may hold fairly true for most simulations and therefore be used to investigate how 

metabolism can change over time. The relevance of this finding may help modeling cells even more 

accurately in a pH-dependent manner and is explained in more detail below. 

 

 

Figure 10: Relationship between pHi and pHe as published by Allemain [36]. The 

data was used to calculate slope and intercept. Two different fibroblasts were 

compared in culture, one paternal line (black) and a mutant lacking Na+/H+ 

exchange (white). For our purposes, the slope from the wild type (black) was 

considered.  

 

The question is how pH change could be used to alter the rate in our glycolysis model. Mulquiney [44] 

modeled the impact on the forward reaction of HK by a bell function, 
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𝑝𝐻 𝑓𝑎𝑐𝑡𝑜𝑟 =
1

1 +  
10−𝑝𝐻

10−𝑝𝐾1 +
10−𝑝𝐾2

10−𝑝𝐻

 

 

(8)  

where pK1 is 7,02 and pK2 9,0. At pH 7,3, the fold increase factor is 0,65. Because the maximum flux 

in the bell function is around pH 8, but the model flux used pHi 7,3, normalization was required. 

Changing pH between 6,6 and 8,0 now corresponds to a change in glycolytic flux by a factor between 

0,58 – 1,3.  

 

Comparison with literature, where the impact of external pH on glycolytic flux was investigated [39] 

reveals that a flux change is reasonable as the glycolytic rate in experiments decreased to little more than 

a third of its typical rate in case of a pHe shift from 7,2 to 6,8 and increased after pHe shift from 7,2 to 

7,8 by more than two-fold. However, these experiments were conducted in the first two days of a batch 

culture, where specific glucose uptake is subject to very large changes. Our calculated “squeeze” of 

glycolytic flux rate is rather conservative in comparison by assuming that a pHe change of 0,2 units 

would not increase the glycolytic flux by more than 0,1 pHi units. However, often batch or even fed-

batch cultures start at a much higher pH because of the anticipated lactic acid formation, thus a total pH 

change from 7,4 to 6,8 is possible which is in the experimentally observed flux change range.  

 

Conclusively, this adds an aspect to the simulation without exaggerating its effects in the range pHi 6,6 

– 8 which corresponds to a pHe of 5,6-8,2 as depicted in the pHi/pHe relationship above with pHi of 7,3 

as norm. As pHi does not change massively, but slightly, we hope to point out how cultivations at 

different pH or long-time pH shifts may lead to a different metabolic profile of the culture, especially if 

the explored difference in pH is very large and must be taken into account.  

 

Table 1.Relationship between pHi and glycolytic flux. At pHi 7,3 there is no effect on glycolytic flux  

 
pHi final pH factor influencing flux 

6,6 0,42 

6,8 0,58 

6,9 0,66 

7 0,75 

7,1 0,84 

7,2 0,92 

7,3 0,99 

7,4 1,07 

7,5 1,13 

7,6 1,18 

7,8 1,26 

8 1,28 
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Figure 11: Relationship between pHi and glycolytic flux in modeled erythrocytes. The 

pH factor is a dimensionless multiplier of the forward reaction of pH sensitive 

enzymes, such as HK or PFK [39].  

 

The pH factor as presented by Mulquiney’s bell-curved relationship [39] between metabolic flux and 

pHi was used to multiply the forward rates of HK and PFK, the rate-limiting steps in glycolysis, by 

assuming that pHi has the same effect on both two enzymes. Finally, a decrease in glycolytic flux is 

considered to influence growth rate negatively and is represented in form of the following modified 

growth equation of the original model:  

 

 

µ𝑐𝑢𝑠𝑡𝑜𝑚  = 0.055 ∙ 𝑝𝐻𝑓𝑎𝑐𝑡𝑜𝑟 ∙
𝐶𝐺𝐿𝐶

𝐶𝐺𝐿𝐶 + 0,3
∙  

144

𝐶𝐿𝐴𝐶
2 + 144

+  𝑑𝑒𝑎𝑡ℎ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

 

(9)  

At least one term in the growth equation should consider a decrease in cell growth to better reflect fed-

batch behavior in which cell viability decreases over time. It may depend on many other factors than the 

linear functions with which it is represented and is set to zero in these simulations but may be used in 

fed-batch simulations where cell concentrations decrease after some days of cultivation.  

 

The additional coefficients pH factor can be used if pH or excessive lactic acid is believed to have an 

effect on the specific growth rate which could result in slower growth as experienced in practice. Osman 

et al. have probed the growth behavior of cell culture after pH shifts in a wide range between 6,5 and 9, 

and came to the conclusion that cells grow best between pH 7,3-7,5 and antibody productivity was 

highest around pH 7,1 [71]. Several reasons for an increase in glycolytic flux at higher pH were 

proposed, including an alteration in membrane potential which facilitates glucose import, more lactic 

acid production to counter alkaline pHe to maintain pHi [72]. If for the current problem statement pH is 

controlled perfectly, or for other reasons have no effect on growth, the standard growth equation (7) can 

still be used instead. For our following next simulations, pH was considered.  
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Figure 12: Effect of pH shifts of different intensity (shade) and direction (green: + 0,2 

or + 0,3 units, orange: -0,2 or -0,3 units).  Lactic acid in mM, VCC in E5 cells/mL, 

glycolytic and lactic acid flux in mM/h, growth rate in h-1. Shift in pH and glucose 

concentration (from 0,1mM to 5,3 mM) is added as grey and black dashed lines on all 

plots. 

 

The simulations show that an acidic pH shift reduces the specific glucose and growth rate slightly (from 

pH 7 to 6,8), which does not have a big impact in limitation, except that lactic acid levels are kept low 

due to the reduced lactic acid production rate, which, depending on the intensity of the pH shift, can turn 

to lactic acid consumption. Comparing these simulations results to literature, Kurano et al. observed a 

decrease of growth rate, specific glucose uptake rate and specific lactic acid production rate as an effect 

of pH [73], where growth peaked at a pH of 7,6. Osman et al. [71] produced similar results in fed batch 

culture, where he observed peak cell growth at pH 7,3-7,5 but peak volumetric antibody production at 

pH 7, indicating a strong link to metabolic efficiency.  

 

Our results indicate that the major process technological advantage of this cultivation strategy may lie 

in the ability to keep viability high in the form of an initially lower, but constant growth rate [74]. Upon 

glucose pulse, all specific glucose uptake rates approach their physiological maximum because the 

enzymes work at their full capacity. A pH shift back to norm conditions perturbs the equilibrium between 

inner and outer lactic acid and H+ concentration once more and leads to adaptation of the specific lactic 

acid production rate.  

 

We wish to remind the reader that this is a scenario in which the cell line in question is tested for its 

individual metabolic response. By providing a simulation including both a pH shift down and shift up at 

two distinct glucose concentrations, we are able to make a statement about metabolism in both limited 
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and non-limited process conditions. The results could then be used as guidance whether the clone would 

be suitable under limited conditions or not and how much a shift in pH might affect cells in a limited or 

non-limited environment in order to find the most efficient metabolic behavior.  

 

3.5. Timing and intensity of pH shift 

 

 

Figure 13: Effect of different timing of pH shifts of different direction (green: pH 

shift - 0,1 units, red: pH shift + 0,1 units). Only one pH shift was performed per 

simulation, the time window for pH shift exploration was 12h and all results are 

plotted in one window. Glucose and lactic acid in mM, VCC in E5 cells/mL, glycolytic 

flux in mM/h, growth rate in h-1. Shift of glucose concentration is added as dashed 

line on all plots. 

 

Simulations show an effect in the timing and intensity of pH shifts, which can be as important as the 

decision how to hold a particular glucose concentration. The scenario was set to simulate a unique pH 

shift of 0,1 after 12h, and the scenario was repeated by delaying the pH shift another 12h without 

returning to the initial pH, but a glucose pulse at the end to determine the effect of non-limited behavior 

after some time of incubation in limited glucose conditions. As a result, every scenario has one shift in 

its runtime, the direction of the shift is distinguished by color (green: shift down 0,1 pH units, red: shift 

up 0,1 pH units), and all of them are plotted together above.  

 

A small shift of only 0,1 pH units resulted in a transient lactic acid difference which caused the growth 

rate to differ by as much as 50% upon glucose shift just because of reduced lactic acid concentration. 

Such a scenario, with a less severe limitation as in this example, could become relevant during seed train 
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expansion where cells are transferred into fresh medium and experience a sudden growth impulse after 

each stage and where the optimal timing between transfers would be of interest to modification.   

 

 

Figure 14: Effect of different timing of pH shifts of different direction and intensity 

(green: pH shift - 0,1 and - 0,2 units, red: +0,1 units). Only one pH shift was 

performed per simulation, the time window for pH shift exploration was 12h. Glucose 

and lactic acid in mM, VCC in E5 cells/mL, glycolytic flux in mM/h, growth rate in 

h-1. Shift of glucose concentration is added as dashed line on all plots. 

 

The shift experiment was repeated for -0,2 units in pH and differences in the speed at which lactic acid 

was consumed could be observed. The later the pH shift happened, the more lactic acid was already 

present in the extracellular environment and the more cells could use the larger gradient to increase their 

lactic acid consumption rate as described in literature [75]. Comparison between 4 pH ranges indicates 

that although both glycolytic rate and growth rate is slightly reduced at lower pH, the growth rate benefits 

more from the reduction in lactic acid than it suffers under a pH shift and assumes up to two fold larger 

values after the glucose pulse than cells which were cultivated at a higher pH and have a larger lactic 

acid inhibition by then.  

 

A pulse-wise dosage of glucose results in glucose concentrations in a range way above the physiological 

level does not only harbor the risk of glucose starvation as a result of manual feeding, i.e. when operators 

make a mistake in administering glucose or add it too late or at a too low dosage [76], but the metabolic 

profile is expected to be more growth-inhibiting due to lactic acid accumulation compared to a 

continuous, ‘feed what you need’ strategy.  
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Such a continuous feeding strategy is possible only with appropriate online-capable equipment such as 

off-gas analysis [77][78][79], capacitance probe [80][81][82] or combinations of those and other 

methods [60], [83]–[86] and often glucose concentration comes close to the Km range of glucose 

transporters [87]. Such a mode of operation may be not only beneficial in terms of keeping viability 

higher [88] than in a standard process, but also improve the stability of the chemical environment 

(external glucose and lactic acid concentrations), which may stabilize pH control [89] and reduce process 

events, and finally lead to a higher titer [90], better product quality [25][91] or a synergetic mixture of 

all.  

 

The point in not using i.e. a black-box model is, that different cells react differently to process control 

strategies, but especially so under glucose limiting conditions. Most mammalian production cell lines 

are difficult to describe mechanistically when the culture operates always way above the physiological 

range in a non-limited environment because often the resulting parameters may change when the model 

is tested on other clones. Our approach is to describe growth mechanistically under conditions where 

real enzyme parameters are used in rate equations and a different composition of isoforms has an impact 

on metabolic flux. For instance, glucose influx can be described as a function of glucose concentration, 

and depending on which isoform composition is available in the clone and how much is present, the 

resulting rate will differ greatly among clones and some examples will be provided in the next section 

to explain this in detail. 

 

3.6. Explorative Protein engineering 

This model has fully explorative kinetic parameters which can be changed any time to better understand 

the system. To do this, the provided excel sheet can be used to change i.e. affinities to substrate. By 

getting to know the regulations first-handed in simple and short simulations, parameters may be also 

changed to see their impact on the process scenario result.  

 

The following parameters were changed to simulate how a modulation of isoform could have a different 

outcome in the simulation. Differences in isoform behavior (terms in rate equations) and kinetic 

properties (numeric parameters such as substrate affinity) are not fully explored for all isoforms yet. For 

instance, there are 4 isoforms for LDH, but often important information is missing, such as the exact 

composition of the tetramer fraction of the isozyme. These tetramers can then i.e. influence the parameter 

for product inhibition, and affect lactic acid behavior of the clone [92]. In lieu of concrete isoform data, 

the following approximations may be as informative instead: a ten-fold increase of an available “norm”, 

which is determined from literature usually not considering isoforms, is increased or decreased to 

simulate how LDH isoforms having those fold changes in important parameters would change 

metabolism. The parameters which were modified were the Km for pyruvate and LDH enzyme level. 
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Table 2. Possible targets for enzyme modifications 

 
Enzyme Target Color code 

  Black Blue Green 
LDH Km Pyruvate Current norm 

(0,2mM) 
0,02mM 2mM 

LDH Enzyme level Current norm 
(0,00343) 

0,000343 (10-fold 
decrease) 

0,0343 (10-fold 
increase) 

HK Km Glucose Mixture depends on 
selected clone 

0,001mM 0,1mM 

HK Enzyme level Current norm 
(0,047) 

(0,0047) (10-fold 
decrease) 

(0,47) (10-fold 
increase) 

PK Km F1,6bP Mixture depends on 
selected clone 

0,01 mM 1000 mM (virtually no 
binding to activator) 

PFK Enzyme level Current norm 
(0,0002) 

0,00002 (10-fold 
decrease) 

0,002 (10-fold 
increase) 

 

 

 

 

 

Figure 15: Effect of changed kinetic parameters in LDH: substrate specificity. 

Glucose and lactic acid in mM, VCC in E5 cells/mL, lactic acid flux in mM/h, growth 

rate in h-1. Shift of pH and glucose concentration is added as grey and black dashed 

lines on all plots. 

 

Upon a change in Km of LDH to pyruvate by a factor of 10, lactic acid consumption behavior was 

markedly affected. A tenfold increase in Km of pyruvate resulted in immediate lactic acid consumption 

which not even a bolus shift or pH shifts could noticeably affect. As a result, our modeled growth rate 
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was at first limited, while glucose was limited, but after the pulse shifted to its maximum value as no 

inhibitory external lactic acid was present at all. On the contrary, decreasing Km of pyruvate tenfold 

resulted in a constant lactic acid production.  

 

Conclusively, protein engineering of LDH may result in low lactic acid levels in newly engineered clones 

which may have a more efficient metabolism and be easier to cultivate in culture because they would by 

themselves not produce as much lactic acid as the paternal line. However, in practice this could also 

mean that their ability to grow might be impaired. This is why it is important to understand which 

parameters influence metabolite formation and which influence growth. By setting up for instance a 

much higher pH, a low growth rate might be increased and the clone would potentially still have a low 

lactic acid production rate.  

 

 

 

Figure 16: Effect of changed kinetic parameters in LDH: enzyme transcript level. 

Glucose and lactic acid in mM, VCC in E5 cells/mL, lactic acid flux in mM/h, growth 

rate in h-1. Shift of pH and glucose concentration is added as grey and black dashed 

lines on all plots. 

 

Modifying the transcript level of LDH has also a direct metabolic effect. With more LDH, lactic acid 

production and consumption are both stronger pronounced in the given process conditions, while with 

less LDH it takes longer to reach equilibrium. 
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Figure 17: Simulation of pure isoforms in HK. Black: default clone, blue: Km glucose 

artificially set to 0,001mM (closest to HK III isoform), green: Km glucose artificially 

set to 0,1 mM (closest to HK I isoform).  

Applying the same artificial changes to HK results in an interesting artifact which is based on the 

simulation scenario: increasing specificity towards substrate (low Km, blue) results in maximum 

glycolytic flux, but low lactic acid production rate because of flux channeling to the TCA. The growth 

rate meanwhile is rather low because the model’s growth is described by glucose concentration and lactic 

acid inhibition, but not glycolytic flux itself. The flux, but not growth rate of the lowest substrate 

specificity to glucose (high Km, green) is lowest in this experiment. All fluxes rise when sufficient levels 

of glucose are available again, because the concentration is far above Km in this scenario.  
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Figure 18: Simulation of different enzyme levels in HK. Black: default clone, blue: 

enzyme level of standard model artificially decreased ten-fold, green: enzyme level of 

standard model artificially increased ten-fold.  

Changing (all) HK enzyme levels artificially by ten-fold reveals that the isoforms have an impact on 

glycolytic behavior, because more enzyme will not change flux dramatically, if substrate specificity is 

as low as in the default model. But if enzyme levels are decreased ten-fold, glycolytic flux is decreased. 

This makes sense because few available catalysts are not enough to sustain a high flux, even though the 

chemical environment would allow it with the given specificity of the catalyst. This becomes even more 

apparent when glucose is shifted up, and the flux is barely increased. Conversely, viable cell count would 

be highest in this simulation, simply because a high concentration of glucose and low concentration of 

lactic acid would lead to a very high calculated growth rate with the given formula.  
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Figure 19: Simulation of binding to an activator in PK. Black: default clone, blue: 

high specificity to activator F1,6bP (PK-L type, Km 0,01), green: low specificity to 

activator (PK-M1 type, Km 1000). 

 

Changing Km F1,6bP of PK to high substrate affinity (low Km, blue) results in a slight increase in flux 

with respect to the default behavior. Upon changing glucose concentration, the already strong affinity 

does not influence the flux any further, but it can be seen that a lower substrate affinity of the glycolysis 

activator F1,6bP  leads to a reduced glycolytic flux by ca. 10% (69 versus 60 mM/h) which indicates 

that the reduction of substrate affinity can be used to direct cells metabolism to “get stuck”, or rate-

limited, at different stations of glycolysis, depending on allosteric regulation of the other intracellular 

metabolites. This involves the concentration of the activating or repressing substrate.  
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Figure 20: Simulation increased enzyme level in PFK. Black: default clone, blue: low 

(10-fold decreased) concentration of PFK leading to low levels of F1,6bP, green: high 

(10-fold more than default) concentration of PFK leading to low levels of F1,6bP. In 

the extracellular rates and concentrations, differences are noticed only in reduced 

glycolytic flux when PFK is reduced.  

In our simulations, many assumptions from a calibrated model were passed on into this model, which is 

in its current form designed to simulate metabolic behavior in different cell lines. By doing so, several 

intermediate concentrations are out of their original bounds because parameters which were fitted to one 

clone may not fit to all the other clones any longer [44][93][94][95][96][97]. One very important 

intermediate which may require adaptation to physiological concentrations is F1,6bP.  
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Figure 21: Sensitivity of the PFK node to parameter modification. Black: default 

clone behavior 11PARA/8MAB, blue/yellow: low (10-fold decreased) concentration of 

PFK enzyme level, Clone 11PARA/8MAB, green/pink: high (10-fold more than 

default) concentration of PFK enzyme level, Clone 11PARA/8MAB. Concentrations 

from top to bottom: F1,6bP, F2,6bP, F6P, lactic acid and glucose in mM, VCC in E5 

cells/mL 

The problem of a necessary parameter fit can be rarely seen in extracellular rates or concentrations alone, 

but rather in intracellular accumulations of metabolites in concentrations beyond natural limits. These 

occur when very sensitive reactions are modified with multipliers like isoform composition or transcript 

levels as was the case here. For allosteric regulation it does not matter much whether the concentration 
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is 10 or 100 mM, when the activation occurs at values over 1mM to 100% already. But it does matter 

when the chemical environment changes, and rates changes sign, simply because 1000mM are harder to 

remove per time interval than just 1mM.  

 

As a consequence, we wish to point out that the model was applied for the first time on a big dataset. It 

is unlikely that the parameter estimation from one clone was so universal that it is valid for future, novel 

data under all kinds of different chemical conditions. But as soon as new clones are available, a new fit 

can and should be made by specifying upper and lower limits to all concentrations so that future 

simulations will lie within physiologically reasonable boundaries of the new dataset. To demonstrate 

this, we show exemplarily how a factor of 10 in enzyme level of PFK can lead to unphysiological F1,6bP 

concentrations for two clones above 60 and 900 mM. This could potentially happen when transcript level 

and isoform composition push one or several rates multiplicatively to such values. 

 

4. Discussion 

4.1. Insights from simulations 

Our simulations showed that two parameters played a pivotal role in mammalian metabolism: i) the way 

glucose flux and concentration is controlled and the timing, and ii) power and direction of pH shifts. 

Both parameters are thus considered critical process parameters in QbD jargon [98][59][99] and can 

change the course of a fermentation significantly. The effect of pHi on pHe can help to explain some 

effects, such as reduced growth or flux under more acidic conditions, and comparison between extremely 

low with extremely high conditions may appear to have a high impact on flux, however, in our simulation 

we have shown that using a very reasonable pHi adaptation to pHe results in approximately 7-9% in flux 

increase or decrease per each 0,2 units of pHe which matters when the pH is prone to strong fluctuations 

such as at the beginning of a batch cultivation until the first 48h where the pH can easily encompass a 

shift of 0,6 units, (i.e. from 7,4 to 6,8). As a consequence, pH can influence both the equilibrium between 

lactic acid and H+ ions in and outside the cell [100]. Its effect on internal enzymes is pivotal in describing 

a modulation of glycolytic flux and why pH shifts are simple means to reduce or prevent overflow 

metabolism [39].  

4.2. Link to predictive process control 

Ensuring the cell’s metabolic demands has been a playground for engineers for decades [84][101] and 

continues to be both interesting and relevant to industry even today. But the desire for developing a 

process with the highest final titer is challenging [25][102][103]. To stay competitive, companies have 

to focus on reducing the unexplainable sources of variability, and one of them is the pH profile. Lactic 

acid, aeration strategy, feed and medium composition all share part of the blame. It is well known that 

being able to hold pH without adding control reagents like CO2 or base is a challenge not many are 

willing or able to accept in fed-batch cultivations.  

 

However, controlling flux and lactic acid build-up is one very potent way to ensure a consistent pH 

profile, which will in turn affects important parameters such as product quality, productivity, growth rate 
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and viability of the culture and potentially prolong cultivation time [104]. The intricate relationship 

between pHi and pHe may become easier to handle which in turn allows a better description of 

intracellular pH dependencies such as key glycolytic enzymes [42][69]. 

 

Conclusively, our simulations were conducted under two industrially relevant process modes: limitation 

and non-limited conditions. Both conditions were probed with pH shifts and showed to have an effect 

on lactic acid concentration at the time of glucose pulsing. Growth rate was shown to be dependent on 

timing and intensity of the process events due to a transient reduction of lactic acid build-up. However, 

care must be taken of the assumptions about growth. We use a very simple relationship of glucose 

limitation and lactic acid inhibition to describe the growth rate, which is not as simple as that in real life. 

In principle our assumption holds true for some process modes, but it is prone to artifacts. One such 

artifact was demonstrated by imposing a very low glycolytic flux, and as a consequence having no active 

metabolism but large growth. We therefore ask the operators to consider that only an active metabolism 

can make growth possible.  

 

4.3. Link to holistic cell line engineering  

Variation in isoform can be explored in depth as was demonstrated with LDH and lead to cues and ideas 

for improved cell line engineering, both by trying to overexpress, knock-out or modify any participating 

enzyme. Our results show that apart from the usual suspects HK, PFK and PK also differences in LDH 

isoforms [105] are worth closer inspection as they affect more directly lactic acid equilibrium inside and 

outside the cells. With bigger and more accurate datasets, less known enzymes may turn out to play an 

important part in the overall metabolic response. We therefore hypothesize that these genes might be 

promising targets for epigenetic engineering in future efforts to prevent lactic acid accumulation and 

growth inhibition.  

 

Most genes in glycolysis are well-known in the field for years, but their differential expression leads to 

new cues and leverage to fine-tune metabolism in silico [62]. The knowledge of detailed metabolic 

mechanisms has already been partially integrated in constructing improved cell lines for bioprocess 

development which produce less lactic acid, even without a reduced glucose environment. Still, most 

genetic backgrounds can be further refined, for instance by making them more robust towards otherwise 

negative process events such as pH or even too large substrate shifts by integrating isoforms usually 

found in other tissues [106][107][108] which are more tolerant towards high glucose already by nature. 

 

4.4. Link to directed protein design  

Examples for successful protein engineering which has led to a favorable metabolic behavior is seldom 

loudly broadcasted because it represents years of research and knowledge that had to accumulate, be 

maintained by generations of scientist and brought to success in private and industrial research labs. 

However, we hope to shed some light on the process technological consequences of engineering efforts 

and show how metabolism as a whole is affected by a change in parameters of LDH, HK, PK or PFK. 
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Researchers are willing to go the long way of knock-out mutants and cycles of clone development to test 

the effect of different overexpression of certain particular isoforms, which end up in the wet lab for 

testing. Our modeling tool may be of use to visualize the mechanistic behavior prior to stepping into a 

laboratory and run experiments under a variety of conditions which may be used to gather important 

knowledge. We are aware that a satisfactory model takes a long time to develop, but we believe that 

even our current reduced model representing only the crudest glycolysis pathways in 13 reactions is 

enough to shed some light on allosteric loops which affect a culture’s metabolism under norm conditions 

like in a bioreactor greatly. Later wet-lab experiments should then be easier to set up to draw the most 

out of the consequences of an alteration in the genetic code of mammalian cells [109]. We hope that 

future engineering efforts can be modularly extended to consider the results of simulations under a 

variety of cultivation conditions and process modes. As logical consequence, targeted protein design 

will become more important in the future and this tool might assist in speeding up bioprocess 

development as a whole.  

 

5. Conclusions 

This contribution shows that linking traditional technologies with each other may have several benefits 

over their isolated observation. First, we recreate mammalian cell culture metabolism in an artificial 

mathematical environment. Then, we simulated metabolic behavior under glucose limited and non-

limited conditions with pH shifts of different intensity and timing. The in silico results show that both 

have a distinct effect on lactic acid profiles and also on growth. We wish to point out that metabolism 

can be highly clone-dependent and that our model parameters must first be recalibrated to represent 

internal metabolites more accurately in their physiological range. After this, two clones which behave 

very differently should be picked for a validation of the modified model. While we do not have these 

clones ready to run in our hands, we believe that this contribution is valuable to gather process 

knowledge outside the lab.  

 

This model can be readily calibrated to one particular clone by changing the parameters of interest and 

used to explore different process control or protein engineering consequences on the metabolism. Several 

process modes can be set up, from batch, fed-batch or pulse-feeding scenarios to controlled limitations 

or pH shifts. Many unwanted and unexpected side-effects and additional complexity can be simply ruled 

out because the variance in the outcome of the simulations has one defined source: the variation of a 

parameter in the model.  

 

In this synthetic environment, we were able to observe clone-specific differences when different genetic 

background, but also different process conditions are set up in a series of scenarios to test the clone’s 

metabolic performance. It was shown that not just one, but several strategies can lead to a strong 

reduction in a clone’s lactic acid formation in culture. This plethora of individual strategies allows for 

tremendous synergies, therefore they can and should be linked in order to discover the most favorable 

cultivation conditions for future clones.  
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6. Outlook  

This contribution was one of the first steps to show how several disciplines can be bridged in a systems 

approach to explain glycolytic behavior in mammalian cell culture. We are still at the beginning to grasp 

the consequences of cell engineering on metabolism. Few attempts were made at all to combine related, 

yet so distant fields as process control and clone design. Our contribution has focused on how to integrate 

protein-specific substrate specificity, genetic distribution of isoforms and process control by pH shifts 

or glucose pulsing into one platform to make a qualitative statement about the clone’s future metabolic 

behavior. Real wet lab verification might therefore encompass the same shifts in pH or pulses of glucose 

in and outside glucose-limited conditions for two opposite clones.  

 

In our simulations, two clones had a very distinct lactic acid metabolism in silico. These clones were 

A8MAB and A11PARA, and they showed different behavior in a series of different scenarios. However, 

the clones are not available in our lab and we would have to expose two industrial strains to exactly the 

same conditions, involving proprietary medium and feed compositions. We may or may not be able to 

obtain the same epigenetic response if we deviate from the clone’s natural cultivation conditions. Further 

efforts should be therefore directed to in-house clone analysis, simulation and prediction to make a really 

independent qualitative statement about the capabilities of this model.  

 

List of Abbreviations 

A11PARA Clone 1 

A8MAB Clone 2 

ALDO Aldolase 

CA Concentration of compound A 

Ccf26p Cytosolic concentration of fructose-2,6-bisphosphate 

Ccf6p Cytosolic concentration of fructose-6-phosphate 

Ccfbp Cytosolic concentration of fructose-1,6-bisphosphate 

Ceglc Extracellular concentration of glucose 

Celac Extracellular concentration of lactic acid 

ENO Enolase 

F6P Fructose-6-phosphate 

F1,6bP Fructose-1,6-bisphosphate 

F2,6bP Fructose-2,6-bisphosphate 

FAC Isoform factor  

GAPDH Glyceraldehyde 3-Phosphate Dehydrogenase 

GCK Glucokinase, HK IV 

GLC Glucose 

GPI Glucose Phosphate Isomerase  

HK   Hexokinase 

K, Km Michaelis menten constant 

LAC Lactic acid 
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LDH Lactate Dehydrogenase  

MCT Mono Carboxylate Transporter 

my Growth rate 

N Denominator in rate equations 

PFK Phosphofructokinase 

PFKFB 6-Phosphofructo-2-Kinase/Fructose-2,6-

Bisphosphatase 

PGK Phosphoglycerate Kinase 

PGM Phosphoglycerate Mutase 

pHe External pH 

pHi Internal (cytosolic) pH 

PK Pyruvate Kinase 

qglc Specific glucose uptake rate 

qlac Specific lactic acid production/consumption rate 

rbw Backward reaction 

rfw Forward reaction 

rHK Rate of HK 

rmax Maximum rate 

SLCxxax Solute Carrier, MCT 

TPI Triose Phosphate Isomerase 

TSL Transcript level factor  

VCC Viable Cell Concentration 

Concentrations in mM, rates in mM/h, VCC in E5/ml, my in h-1 unless stated otherwise. 
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Appendix 

 

This appendix is based on the appendices of [7][49],  and unpublished work under review by Yongky et 

al. with a few optional additions which can be activated or deactivated in the code of the model. 

Rate equations 

 

Kinetic rate equations for all the enzymes used in the model have all been previously derived 

mechanistically and reported in various literature. This section describes these kinetic equations for all 

the enzymes considered. The steady state kinetics for all the enzymes were based on the King and Altman 

method [16] employing the known mechanisms and regulations. The rate equations for the enzymes 

phosphofructokinase (PFK) and pyruvate kinase (PK) employ the Monod-Wyman-Changeux method 

[13] to model the allosteric effects of various metabolite modulators.  Kinetic constants used in the rate 

equations of the current model were experimentally determined values and obtained from previously 

reported studies.   

 

Glycolysis 

Hexokinase (HK):   The rate equation for HK was taken from Mulquiney et al. [44]. The kinetic 

constants which correspond to those of the isozyme HK2 were adopted from previous literature [110]–

[113]. The rate equation employs the partial rapid equilibrium random bi bi mechanism, which is a 

simplification of the steady state random bi bi system with the assumption that except for the reactive-

ternary complexes, all the other steps in the mechanism are fast reactions. The inhibitions by G6P, 

glucose-1,6-phosphate (G16BP), 2,3-bisphosphoglycerate (23BPG) and glutathione (GSH) were 

modeled as mixed type of inhibition affecting both the activity (Vmax) as well as the affinity (KM) of the 

enzyme for glucose. 
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Glucose Phosphate Isomerase (GPI): The rate equation for GPI was taken from Mulquiney et al. [44]. 

The kinetic constants were adopted from previous literature [114].  The rate equation employs the steady 

state uni uni reaction kinetics. 
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Phosphofructokinase (PFK): The rate equation for PFK was taken from Mulquiney et al. [44]. The 

kinetic constants were adopted from previous literature [93]–[97]. The rate kinetics was based on the 

two state allosteric model using ordered bi bi mechanism.  The two state model considers that the enzyme 

can exist in the active or the non-active state as determined by the levels of the activity modulators. 

These include activators (F6P, F16BP, F26BP, G16BP, AMP etc) and inhibitors (ATP, Mg etc).  Some 

of these activity modulators act on all the isozymes of PFK while others are isozyme specific.  For 

example, F6P acts as a substrate as well as an allosteric activator for all the isozymes of PFK, whereas 

F16BP only stimulates PFKM and PFKL. The fraction of enzyme in the active state is represented by 

the nonlinear term NPFK
 which is a function of the levels of the activity modulators.  LPFK represents the 

equilibrium constant between the two states of the enzyme in the absence of any substrates.  The initial 

velocity expression for the enzyme fraction in the active state was modeled as partial rapid equilibrium 

random bi bi steady state equation similar to the HK kinetics. 
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6-Phosphofructo-2-Kinase/Fructose-2,6-Bisphosphatase (PFKFB):  The rate equation for PFKFB 

and the kinetic constants were taken from previously reported studies [115][116]. PFKFB is a bi-

functional enzyme with kinase and bisphosphatase activities, each localized to either terminals of the 

enzyme and are independent of each other’s activity.  The kinase domain catalyzes the synthesis of 

fructose-2,6-bisphosphate (F26BP) from fructose-6-phoshate (F6P) and the bisphosphatase domain 

mediates the hydrolysis of F26BP to F6P.  The reaction kinetics for the kinase domain (rPFK2) follows 

the ordered bi bi steady state kinetics, with phosphoenolpyurvate (PEP) inhibition of the kinase domain 

modeled as non-competitive inhibition.  The bisphosphatase reaction kinetics (rF2,6BPase) was modeled as 

simple Michaelis-Menten kinetics with non-competitive product inhibition by F6P. Isozymes of PFKFB 

vary in their kinase to bisphosphatase activity (K/P) [117].  The effect of isozyme (or K/P) was modeled 

by changing the Vmax of rPFK2 and holding rF2,6BPase constant. 
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Aldolase (ALDO):  The rate equation for ALDO was taken from Mulquiney et al. [44]. The kinetic 

constants were adopted or estimated from previous literature [118]–[127]. The reaction kinetics of 

ALDO follows the ordered uni bi steady state kinetics.  Inhibition due to 23BPG as described in the 

original expression was retained in this study. However, since 23BPG is not a reaction intermediate 

considered in the model, its concentration was held constant for the purpose of this study. 
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Triose Phosphate Isomerase (TPI): The rate equation for TPI was taken from Mulquiney et al. [44]. 

The kinetic constants were adopted from previous literature [127]–[131].  The rate kinetics of TPI 

follows a simple steady state uni uni reaction kinetics. 
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Glyceraldehyde 3-Phosphate Dehydrogenase (GAPDH): The rate equation for GAPDH was taken 

from Mulquiney et al. [44]. The kinetic constants were adopted from previous literature [132]–[135].  

The rate kinetics of GAPDH follows the ter ter (bi uni uni bi ping pong) steady state kinetics. 
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Phosphoglycerate Kinase (PGK): The rate equation for PGK was taken from Mulquiney et al. [44]. 

The kinetic constants were adopted from previous literature [136]–[139].  The rate kinetics of PGK 

follows the partial rapid equilibrium random bi bi steady state kinetics.  
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Phosphoglycerate Mutase (PGM): The rate equation for PGM was taken from Mulquiney et al. [44]. 

The kinetic constants were adopted from previous literature [140][141].  The rate kinetics of PGM 

follows the uni uni steady state kinetics. 
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Enolase (ENO): The rate equation for ENO was taken from Mulquiney et al. [44]. The kinetic constants 

were adopted from previous literature [142][143][144].  The rate kinetics of ENO follows the partial 

rapid equilibrium random bi bi steady state kinetics.  
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Pyruvate Kinase (PK): The rate equation for PK was taken from Mulquiney et al. [44]. The kinetic 

constants were adopted from previous literature [145], [145]–[150]. Like PFK, the rate kinetics of PK 

was based on the two state allosteric model using the ordered bi bi mechanism.  The two state model 

considers that the enzyme can exist in active or non-active state determined by the levels of the activity 

modulators. These include activators (F16BP, PEP, PYR etc) and inhibitors (ATP, ALA etc).  The 

fraction of the enzyme in the active state is represented by the nonlinear term NPK
 which is a function of 

levels of activity modulators. LPK represents the equilibrium constant between enzymes at the two states 

in the absence of any substrates.  The initial velocity expression for the enzyme fraction in the active 

state is modeled as partial rapid equilibrium random bi bi steady state equation.  
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Lactate Dehydrogenase (LDH): The rate equation for LDH and the kinetic constants were adopted 

from previous literature [44][151]–[153]. The kinetics of LDH was modeled as ordered bi bi steady state 

kinetics, with substrate inhibition by pyruvate. 
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Transport 

 

Glucose Transporter (GLUT):  Glucose transporters mediate transport of glucose across plasma 

membranes.  Till date, fourteen glucose transporters (isozymes) have been identified which perform the 

same function but have very different kinetic properties [154].  Kinetics of the GLUT1 isozyme was 

considered in the model and was modeled as uni uni steady state kinetics. 
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Mitochondrial Pyruvate Transporter: Rate equation for pyruvate transport into mitochondrion was 

modeled as reversible first ordered mass kinetics. 
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Mono Carboxylate Transporter (MCT)  

The kinetics of MCT was modeled as ordered bi bi mechanism. The kinetic constants for MCT were 

adopted from [155] and [156]. 
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Mathematical model 

 

The mathematical model for the cellular metabolism consists of material balance equations for each 

reaction intermediates in glycolysis. The reaction equations are from the mechanistic equations shown 

in the previous section.   The dilution effect on metabolite concentrations caused by the cell growth was 

neglected considering the difference of at least one order of magnitude between the time constant for 

growth and specific glucose consumption rate. 

 

1. Glucose:

c

GLC
GLUT HK

dC
r r

dt
   

2. Glucose 6-phosphate: 
6

c

G P
HK GPI

dC
r r

dt
   

3. Fructose 6-phosphate: 
6

2 2,6

c

F P
GPI PFK PFK F BPase

dC
r r r r

dt
     

4. Fructose 1,6-bisphosphate: 
16

c

F BP
PFK ALD

dC
r r

dt
   

5. Fructose 2,6-bisphosphate: 
26

2 2,6

c

F BP
PFK F BPase

dC
r r

dt
   

6. Dihydroxyacetone phosphate: 

c

DHAP
ALD TPI

dC
r r

dt
   

7. Glyceraldehyde 3-phosphate: 

c

GAP
ALD TPI GAPD

dC
r r r

dt
    

8. 1,3-bisphosphoglycerate: 
13

c

BPG
GAPD PGK

dC
r r

dt
   

9. 3-phosphoglycerate: 
3

c

PG
PGK PGM

dC
r r

dt
   

10. 2-phosphoglycerate: 
2

c

PG
PGM EN

dC
r r

dt
   
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11. Phosphoenolpyruvate: 

c

PEP
EN PK

dC
r r

dt
   

12. Pyruvate: 

c

PYR
PK LDH PYRH

dC
r r r

dt
  

 

 

 


