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PREFACE

Organization This report is the compilation of all of the reports and manuscripts assembled

from work done while I was a visiting researcher at the Technical University of Graz in Graz, Aus-

tria. The research results became two papers. One paper was accepted to the prestigious Ap-

plied Power Electronics Conference for 2014; the second will be submitted to another eminent

conference: the 2014 Energy Conversion Congress and Exposition. Due to the high quality of

the papers, they will then be submitted to reputable journals. The papers will be either submit-

ted to the IEEE Transactions on Industrial Applications, IEEE Transactions on Power Electronics,

or IEEE Transactions on Industrial Electronics.

Chapter 1: Initial Literature Review This chapter introduces the possible inverter nonlin-

earities and concludes that the main ones of interest are the current-voltage relationship of

the IGBT collector-to-emitter and the diode anode-to-cathode. Further, it discusses the two

main motivations for the study of inverter nonlinearities: compensation for the voltage drop

and diagnosis and prognosis. The method then discusses the possible nonlinear voltage drops

which might exist over the collector-emitter and anode-cathode, respectively. These include the

deadtime, forward voltage drop, effects of propagation delay, and pwm resolution. The chosen

method identifies the forward voltage drop and was at the time of this report a method which

uses applied direct currents with knowledge of the duty cycle to identify all of the devices. This

was the preliminary literature review; the manuscripts have updated information which was

used to refine the method chosen - as well as new - previously undiscussed, methods.

Chapter 2: Initial Characterization Results Report This chapter reviews the chosen method

and introduces another which uses a slightly different approach: the spectral composition of

the PWM signal. All methods use a voltage sensor placed from the inverter phases to the neg-

ative DC link. The duty cycle with direct current method is first discussed, and attempts to

characterize the inverter using the mean of the PWM waveform with the duty cycle. This is

derived analytically, but performs poorly because of noise. A similar method using the mean
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and RMS calculations are performed, and these have a similar noise problem. To address the

noise problem, a method based upon the frequency content of the measured PWM signal is

performed, and this is able to determine the device characteristics, and is more noise-resistant.

This is shown analytically, in simulation, and in experimentation. This report also looks into

characterizing the inverter with applied alternating currents. This is successful, but at the time

of this report, the spectral method was not applied to the inverter. The last portion of this report

proves that no combination of applied direct currents will result in a set of equations which can

be used to solve for the individual device voltages given that the sensors are not placed with

respect to the negative DC link.

Chapter 3: Inverter Characterization Manuscript Submitted to APEC 2014 This manuscript

builds upon the work done in the characterization results report. This manuscript repeats the

basic literature review of the previous reports, and demonstrates the issue of nonlinearities with

more evidence. The voltage disturbance for a direct current representation is shown analytically

for use in proving the characterization methods. The analytical expression of AC PWM voltage

is derived analytically, but this expression proves too complex for use in analysis. Two methods

are investigated which use direct currents: the mean and the spectral methods already previ-

ously discussed. Two methods are discussed for an alternating current: the “algorithm” method

previously discussed and the method which assumes local “DC-like” behavior and character-

izes with the short-time Fourier transform.

Chapter 4: Inverter Condition Monitoring Manuscript to be Submitted to ECCE 2014 The

unsubmitted manuscript investigates inverter nonlinearities from the condition monitoring

perspective. Specifically, the ways in which inverter nonlinearities affect the condition mon-

itoring algorithms are discussed. The state of the art of all condition monitoring disciplines is

given for inverters. The inverter fault of interest is the bond wire lift-off. This is modeled and

the appropriate background literature reviewed. In addition, the experimental imposition of

the fault is shown, because that the actual inverter could not be damaged in the test system.

Under this fault, possible diagnostic methods are given, first using the characterization proce-

3



dure. Linear discriminant classification (LDC) is then used to diagnose faults of different sever-

ities, and the selection of observations with knowledge of device nonlinearities is discussed as a

way to improve the success of the LDC diagnosis. Prognosis is discussed by first introducing the

prognostic model for bond wire lift-off, which is primarily a thermal- and thermal-mechanical

model. The study of nonlinearities and characterization are vital, as the estimate of remaining

useful life is greatly improved.
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Chapter 1

Literature Review

1.1 Introduction

The nature of semiconductor devices is such that they have a nonlinear voltage and current

characteristic. Coupled with the use of pulsewidth modulation (PWM) to control the current in

three phase inverters and the complications associated with this, the result is the distortion of

the output voltage of a three phase voltage source inverter (VSI). These phenomena resulting in

the distortion of the output voltage of an inverter are termed “inverter nonlinearities.”

Typically because the distortion caused by such nonlinearities is small it is ignored, or maybe

only one nonlinearity is mitigated. The case where all are studied or accounted for is rare. There

are, however, situations where it is important to understand these inverter nonlinearities. The

nonlinearities themselves may contain information about the health of the drive. Diagnosis

and prognosis (D&P) studies attempt to take advantage of the information the nonlinearities

hold in order to evaluate the condition of the inverter and predict the future health. The use of

inverter nonlinearities for D&P has been discussed at various lengths in [1–3].

Inverter nonlinearities, if not mitigated, may have a negative effect upon the operation of

sensorless drive schemes. Sensorless schemes, typically using flux and position observers, suf-

fer observer performance degradation in the presence of inverter nonlinearities. The observers

must not only take into account the machine model, which is typical, but also that of the in-

verter nonlinearities. Further, other studies seek to remove the effect of inverter nonlinearities

in order to achieve a smoother output voltage. Removing these effects is especially important at

low speeds and currents, where the voltage distortion can be significant with respect to the fun-

damental. Removing effects from voltage applied to the machine can improve the current and
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torque controller stability and performance. Discussion of the nonlinear effects, and methods

to mitigate inverter nonlinearities have been studied in [4–12]. The problem with not account-

ing for inverter nonlinearities is clearly seen in situations where the voltage command is used to

estimate machine voltage. For instance, in [13] accounting for inverter nonlinearities is used to

simplify the characterization procedure by avoiding the use of voltage sensors. This document

is concerned with the characterization of these inverter nonlinearities to the end of developing

an improved prognostic algorithm.

1.2 Discussion of Nonlinearities

The four main inverter nonlinearities discussed in the literature are: deadtime, forward voltage

drop, propagation delay (including rise/fall times and gate drive delay), and distortion due to

PWM resolution. The two dominant effects are deadtime and forward voltage drop.

1.2.1 Deadtime

Inverter deadtime is required because of the limitations of semiconductor devices. When the

gating signal is either applied or removed from the IGBT, the IGBT does not immediately close

and stop conduction. If another switch were to open in the same phase leg, the result would

be a shorted phase leg, called “shoot-through.” The gating signals are therefore delayed to pre-

vent this phenomenon. In Fig. 1.1(a), the ideal gate signals are given, and in Fig. 1.1(b) the

gate signals with deadtime are shown. The voltage in 1.1(c) shows the resulting actual voltage

waveform in the presence of deadtime, and Fig. 1.1(d) the equivalent phase to neutral voltage.

Note that the voltage takes time to turn off, to the right of the second dashed line in Fig. 1.1(d).

Without deadtime, if the bottom switch were to be turned on, there would be a short.

When discussing voltage-source inverters, the effect of deadtime upon the voltage output is

highly nonlinear, and thus any representative function is highly nonlinear. This is true for any

inverter, but this case focuses on three phase voltage source inverters. This nonlinearity in the

output voltage is because of the dependence on which device is conducting, and the fact that

the effect is nonlinear with respect to each device. The different conducting devices are repre-
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Figure 1.1: Plots showing the implementation of deadtime. (From [10])

sented by the different phasors in the space vector plane. The voltage drops can be thought of as

a decrease in each of these three vectors. Essentially, The phase A IGBTs/diodes will only cause

voltage attenuation along the positive or negative of this phase A axis. The vector representing

the voltage drop due to the deadtime is well-defined and is related to the conducting devices,

switching frequency, DC link voltage, and applied deadtime, as shown in equation (1.1). The

conducting device dependence is represented by the sign function. The switching frequency is

given by fs , the the DC link voltage by VDC and the applied deadtime td .

v̄dt =
4

3
td fsVdc si g n{ī }

si g n{ī } =
1

2

[

si g n{īa} + si g n{īb}e j 2π
3 + si g n{īc }e j 4π

3

] (1.1)

To reiterate the understanding of the three phase effect of discrete voltage drop, the si g n(ī )

can be plotted with one rotation of the vector ī . This is shown in Fig. 1.2.
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1.2.2 Forward Voltage Drop

The forward voltage drop has two components. The first is the discrete forward junction volt-

age drop, which is manifested much like the deadtime. In fact, the directionality of the discrete

forward voltage drop is the same as the deadtime, so the sign function used to represent the

deadtime is also used here. Note that the discrete value of the voltage drop differs between the

IGBT and the diode. The second forward voltage drop is the ohmic voltage drop over the de-

vice. This behaves as a resistor, and as such, the voltage drop increases as the current increases.

The two of these effects are summarized into one voltage error equation, in equation (1.2). A

large assumption is that of the voltage drop. Note that in equations (1.3), the forward voltage

drop over the diode and IGBT are averaged to one value, the same is applied to the resistance.

This allows for the simplification of the characterization procedure but obfuscates which device

the voltage drop is truly coming from. This becomes problematic for diagnosis and prognosis

because the health of each individual device should be isolated.. Also, this average is only rea-

sonable if the duty cycle is approximately D = 50%, or the voltage command is low, and each

device (the IGBT and diode of one half-leg) conducts half of the time. The final voltage error,

not machine voltage, is given in equation (1.4).

v̄on =
4

3
Vth si g n{ī } + Rd ī (1.2)

Vth =
Vth,sw +Vth, f w

2

Rd =
Rsw + R f w

2

(1.3)

v̄er r =
4

3
V ′

th si g n(ī ) + Rd ī

V ′
th = Vth + td fsVdc

(1.4)
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1.2.3 Propagation Delay and PWM Resolution

As mentioned prior, in the study of inverter nonlinearities, the effects of deadtime and forward

voltage drop dominate. The propagation delay and distortion due to PWM resolution can be

problematic, but have a much smaller effect. The propagation delay, seen in Fig. 1.1(c) as the

sloping edge of the voltage waveform, mandates the use of deadtime, but even with deadtime

can cause a slight change in magnitude if the turn-on and turn-off times differ, or a small change

in phase due to the delay between the commanded and output signals. The delay can be more

significant if the driving circuit has delay inherent within it. PWM resolution is the ability of

the PWM scheme to create the voltage waveform desired. A sufficient switching frequency is

required in order to generate a given sinusoidal frequency. The extreme of this would be if the

switching frequency were the same as the fundamental frequency, so that only a square wave

of varying duty cycle could be applied to the machine. This would result in a great number

of harmonics, and distortion of the output voltage signal. In many cases, where the switch-

ing frequency is much greater than the fundamental, this is not a problem. In this study only

the effects of deadtime and forward voltage drop are discussed, because the delay and PWM

resolution issues are not dominating for the reasons given here.

1.3 Characterization Methods

The main methods of characterization found were those of [4–6, 14]. [6] discusses an online

method to estimate the deadtime inverter nonlinearity, whereas [4, 5, 14] discusses offline or

non-loaded methods at standstill. [6] estimates only the effect of deadtime with an adaline

observer when the machine is operating with no applied direct axis current. Having an on-

line method would be ideal, but the fact that the method constrains the controller to no direct

current (id = 0), and that the paper with the online method only estimates deadtime, a well de-

fined quantity, makes this method undesirable. In addition, its computation complexity raises

concerns about stability in situ. The offline method of [4] uses the voltage command of the cur-

rent controller and flux observer to estimate the resistance and effect of deadtime. The thresh-

old voltage is found simply with the voltage command from applying a low frequency and low
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magnitude sinusoidal current to the machine at standstill (to minimize inductive and resistive

drops). The resistance is found from the orthogonal relationship between applied flux and the

voltage induced. [5] introduced a method to find a detailed machine model using a standstill

DC test. A model of the inverter is built which roughly accounts for the linear and nonlinear

effects, or the resistance and voltage drop (deadtime and junction), respectively. The inverter

model is arbitrary, as it does not relate exactly to the exact nonlinear parameters, but can be

used to develop a model of the inverter. In order to characterize the machine with this model,

a range of direct currents are applied to the machine at standstill. This arbitrary model param-

eters are found with a least squares fit method. [14] uses a method similar to [5], but relates

the quantities found from the DC standstill method to the actual nonlinear quantities of the

inverter. The paper also utilizes a model, utilizing actual parameters of the machine, to derive

the V-I characteristic of the machine. Because of the relationship between the results and the

actual inverter nonlinearities, and its accuracy in characterization, this method is chosen for

initial testing.

1.4 Chosen Characterization Method

The paper by [14] discusses the most model-focused method of inverter characterization. The

issue, much like the other issues related to sensorless control, is to characterize the behavior

of the inverter in order to more accurately know the voltage command. This paper looks to

compensate for the effects of both deadtime and the on-state voltage drops. This method char-

acterizes the inverter with only a current control scheme. A modification to this scheme is used

to find the voltage characteristics. A lookup table (LUT) is used to relate the voltage error with

respect to the current. The voltage error is in the space vector frame, and as such, the voltage

error is a vector value itself, dependent upon the phase current vector value.

The final concept evidenced is the alignment and how it affects the machine equations. The

vector equation (1.4) can be decomposed into its two dimensional value as in equation (1.6).

This can be either the rotor oriented or the stator oriented axes, αβ/DQ. This holds for the

sign functions in equation (1.5). If the machine D axis is aligned to the α axis, then a current
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applied in D will result in only α current. This can be used to simplify the stator equations if

only D current is applied. The simplification is useful for two reasons. First, only one half of

the equation needs to be used, and the equation can be simplified into a scalar value function.

Secondly, the alignment simplifies the sign equation so that only the α axis has a voltage drop

in it. This can be used to obtain the result of equation (1.6).

si g n(ī ) =
1

2

[

1−e j (2π/3)
−e j (4π/3)

]

= iα + j iβ (1.5)

v̄er r = ver r,α + j 0 =
4

3
V ′

th + Rd iα (1.6)

With these concepts in place, the V-I characteristics of the IGBTs are derived. Note that for

the previous assumptions only the average drop can be found for any device. This assumption

will have to remain until later when further analysis can be performed. The machine is first

aligned such that the α and D axes are aligned. The resistance if found by applying two α-axis

currents and measuring the voltages induced at these applied currents. Manipulation of these

equations will result in the resistance for the machine windings and inverter.

V ∗
α =

4

3
V ′

th + (Rd + Rs )Iα (1.7)

Rd + Rs = R ′
s =

´V ∗
α

´Itest
=

V ∗
α,2 −V ∗

α,1

Itest ,2 − Itest ,1
(1.8)

The value of resistance should be found near the rated current. Therefore the two α-axis

currents must be near the rated current. The voltage should be measured after some time (the

end of the pulse, before zeroing) to reduce the acquisition of any transients.

With this known, the voltage error due to the rest of the voltage distortion can be found.

This is used to find the voltage distortion from the deadtime and the forward voltage drop of the

device for all currents. Note however that because we know the voltage drop over the resistor

and deadtime analytically, we can determine the forward voltage drop term. The equations for

this are as follows, found for a stepped ramp of current in the α axis. The value ‘k’ is an index

which relates the value of current applied to the resulting voltage.
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Itest,LUT

Itest2

Itest1

Ipark

parking

LUT evaluation
Rs' evaluation

Figure 1.3: Three steps of the testing procedure. (From [14])

V ∗
α (k) =

4

3
V ′

th + R ′
s Iα(k) (1.9)

Ver r,i ndexed (k) =
3

4

[

Vα(k)∗−R ′
s Iα(k)

]

(1.10)

The three steps of this characterization procedure are shown graphicaly in Fig. 1.3.

This method is generally appropriate for measuring the average drop over a device. This

is helpful in condition monitoring. The benefit of this is its simplicity in experimental proce-

dure and detailed results. The detriment is the reliance on voltage sensors and length of the

characterization operation. The data must be stored in a large lookup table (LUT) and does not

take into account the temperature. Also, the resistance step is redundant with respect to the

final stepped ramp. Further, the parking and alignment can become problematic. In operating,

the alignment is not always easily possible, and the parking may not actually be able to align

the machine even if it could, due to the cogging alignment being different than the magnetic

alignment which will result in an error in the calculations.

1.4.1 Details of Method of Choice

The method in [14] was chosen. In order to avoid the problem of cogging torque and alignment,

an induction machine is to be used. The temperature will be addressed by measuring the tem-

perature of the drive during data gathering, but the initial tests will be done with the machine

9



heated up. Voltage sensors are used and a detailed data acquisition system is to be used to al-

low for a maximally detailed inverter characterization. Alongside this, a simulation has been

developed in order to test the applicability of the method.

1.5 Conclusion and Future Work

This document discusses the review of literature in the study of inverter nonlinearities. Im-

provements in sensorless control schemes and health monitoring are the two main motivations

for this study. The papers typically discuss inverter nonlinearities to the end of one of those

goals. The main nonlinearities are those of deadtime and forward voltage drop. Some char-

acterization methods found from literature were discussed, and one was chosen as a starting

point for the research project. Finally, the application specifics of this method were discussed.

There are some problems with the method that lend themselves to future work. The fact that

the method does not distinguish between the diode and IGBT forward voltages is problematic.

It is possible that finding the voltage drop while changing the duty cycle so that it is not near

50% will be able to solve this. Such a method would allow for the distinction between diode and

IGBT voltage drop. Gathering data at multiple temperatures would also be helpful. This can

be accomplished by characterizing once, and then once again (since the machine will then be

heated). An online method would be helpful, and will be attempted given time, once the first

method is proven. Finally, the use of this characterization in a prognostic algorithm is seen as a

long term goal in this project, but requires further study.
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Chapter 2

Characterization Investigation Results

2.1 Introduction

The ability to understand and calculate inverter nonlinearities can serve many purposes. Most

notably, it was mentioned that knowledge of the inverter nonlinearities can be used to correct

for distorted inverter AC output voltages, or to track the condition of the inverter [2, 4, 10]. When

studying these nonlinearities for any purpose, it is important to define what nonlinearities are

important for the application. The most pronounced nonlinearities – due to available hardware

sensors – are the forward voltage drop and resistance of the inverter semiconductors (i.e. IGBT

and diode). There exist other device ‘characteristics’ which may be studied, including the gate

current (ig ) and gate-emitter voltage (VGE ), however it is uncommon to sense the gate charac-

teristics. The goal is therefore to find the voltage drop over the collector to the emitter pathway

of the semiconductor devices. As it was alluded to, there are four characteristics in all: The re-

sistance (Rd ) and forward biased junction voltage (Vth,d ) over the diode, and the resistance (Ri )

and forward biased junction voltage (Vth,i ) over the IGBT. Any characterization procedure to

find these parameters should also allow for finding the parameters of every device. In addition,

being able to find these characteristics online allows for the use of the values to making con-

troller adjustments, and in condition monitoring algorithms (i.e. estimating remaining useful

life).

With this in mind, the task then becomes one of finding the best method of characteriza-

tion. The previous literature review discussed methods to characterize the inverter, but many

could not isolate specific device quantities, such as [14]. In this study, the proposed charac-

terization method seeks to isolate both quantities (R and V ) for each device. To do this, new
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characterization methods have been developed to improve upon the weaknesses of the meth-

ods from literature. The methods approach the problem analytically and algorithmically. The

algorithmic method finds the characteristics of the inverter when applying alternating current

by observing the voltages and currents. The analytical method works with the application of di-

rect currents by finding two equations to solve for both of the two unknowns, Vi gbt and Vdi ode ,

using sensed current, voltage, and applied duty cycle. To get the voltage for multiple direct cur-

rents, multiple direct currents must be applied. The final goal of any characterization method

is to measure the voltage and current relationship for each device. The resistance and forward

junction drop for each device can be found from this voltage and current relationship.

The methods assume that voltage and current sensors are available for all phases, as well as

a DC link voltage sensor as in Fig. 2.1. Additionally, the methods require a sampling rate above

the switching frequency, as the PWM voltage waveform is required for the calculation of the

device characteristics. Following the Nyquist rate requirement, the sampling frequency must

be greater than twice the signal bandwidth. With filtering of harmonics greater than the first

AC harmonic, a sampling rate of only just over the first fundamental harmonic is required. A

sampling frequency of 100kHz for a switching frequency of 5kHz is assumed in simulation, and

used in experimentation, which is more than required. An induction machine is used for all

experimental and simulation results, and operated at standstill for all simulations and experi-

ments.

This report is organized into four sections: introduction, DC method, AC method and con-

clusion. The DC method in section 2.2.1.1 discusses the first method attempted. Simulations

and experimental results are used to demonstrate that this method is not viable. The second

DC method in section 2.2.1.2 attempts to use RMS, but also required the mean, a value subject

to too much noise, and thus this method is not explored. The third and final DC method in sec-

tion 2.2.1.3 uses the fourier spectrum of the PWM voltage waveform to find the device voltage

drop, and this nonlinearity. The third portion, given in section 2.3, is the AC method section.

An algorithmic approach is used to determine the device nonlinearities. In the conclusion, the

methods are summarized and commented on.

12



+
−VDC Machine

Data

Acquisition

v v vv

Figure 2.1: Experimental setup for inverter characterization.

2.2 Characterization of an Inverter with Applied Direct Current

2.2.1 Characterization with Vφ →VDC−

Assuming the sensors in Fig. 2.1 are available, it is possible to extract the nonlinearity from

the PWM waveform of the measured phase voltage. If the voltage with respect to the negative

DC link and DC link are measured, all appropriate information is available. The nonlinearity

can be represented by a square wave with two different values, one near zero representing the

bottom device conducting, and another near the DC link voltage. By subtracting the portion

of the square wave that has a value near the DC link value from the measured DC link voltage

(i.e.: Vdi st = VDC −VA→DC−), the actual nonlinear disturbance voltage is found. This process is

illustrated in Fig. 2.2. Note that the values come from the fact that the phase A half bridge of

the inverter takes the form of Fig. 2.3. When the IGBT is conducting, the voltage sensor, here

represented by vs measures the voltage across the bottom diode, which is the DC link voltage

less the voltage drop over the top IGBT. Thus, from this voltage and the DC link voltage, the IGBT

voltage is found. Conversely, while the diode is conducting, the voltage measured by the sensor

is the forward voltage drop of the IGBT. This nonlinear disturbance voltage is shown by the top

plot of Fig. 2.4. To correct even further, it is possible to remove the voltage distortion due to the

deadtime. This is assumed to be in the overall forward voltage drop, but can be easily removed

with the well-defined deadtime voltage distortion equation in the literature review document.
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Figure 2.2: Extraction of the disturbance waveform from raw VA→DC−.

The top nonlinear disturbance waveform in Fig. 2.4 is shown with the ‘a’ quantity represent-

ing the IGBT voltage and the ‘b’ quantity representing the diode voltage at a given operating

point. The data in the top figure has a very high sampling rate, much higher than is typically

available in an inverter drive system. In order to make the analysis more realistic, the sampling

rate is reduced in the middle subfigure of Fig. 2.5. The fourier series is shown for this simple

waveform for later use in the spectral method.

Additionally, when discussing inverter characterization, the current paths should be made

clear, to help in understanding the characterization for each device. Note that in Fig. 2.5 there

are four arrows, two pointing toward the center and two pointing away from the center. Those

pointing towards the center show the path of current when a positive A-phase current is ap-

plied. In this case, the top IGBT and bottom diode conduct. The diode of course conducts in a
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+
−VDC

vs

I + vs = VDC −a (for IGBT conduction)

I + vs = b (while freewheeling)

Figure 2.3: The phase A half bridge of the inverter, showing the sensor connection. The purpose

of this figure is to demonstrate the paths of current, and how they relate to the voltage measured

by the voltage sensor.

“freewheeling” fashion. Therefore when analysis is done, only those two devices can be charac-

terized, since they are the only active devices in the leg. When the top IGBT is conducting, the

bottom diode is blocking the voltage from the DC link less a small voltage drop due to the IGBT.

When the diode is conducting, the voltage sensor will only sense the voltage over the diode, as

the sensor is applied directly across this device. To characterize the complementary devices –

the diode on top and the IGBT on the bottom – a negative current must be applied for any DC

method.

2.2.1.1 Method 1: Dual Duty Cycle Mean Calculation Method

The first DC method from section 2.2 takes advantage of the PWM voltage waveform with knowl-

edge of the duty cycle from the controller output. If the duty cycle is fixed, the voltages can be

measured and calculated, resulting in the first two equations in 2.1. By measuring at the same

current but two different duty cycles (i.e. this was done by offsetting all by 5% in the second

case), the two equations can be subtracted from one another to derive an expression for the

voltage drop over the two devices, given by equation 2.3. The method is applied to both simu-

lated and experimental data in Figs. 2.6 and 2.7, respectively.
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Figure 2.4: Waveform approximation to the disturbance at high (MS/s) and low (100kS/s) sam-

ple rates.

2.2.1.1.1 Derivation

µx1 =
1

1−x1
(b) +

1

x1
(a)

µx2 =
1

1−x2
(b) +

1

x2
(a)

(2.1)

16



+
−VDC

#1

#2

Machine

I +

I +I−

I−

Figure 2.5: Inverter showing the inverter device current paths. I + represents the positive current

device path, and I− represents the negative current device path.

x2

x1
(µx2 =

1

1−x2
(b) +

1

x2
(a))

−(µx2 =
1

1−x2
(b) +

1

x2
(a))

−−−−−−−−−−−−−−−−−−−−−

x2

x1
µx1 −µx2 = (b)(

x2(1−x1)

x1
− (1−x2))

(2.2)

b =

x2

x1
µx1 −µx2

x2(1−x1)
x1

− (1−x2)

a =
µx1 − (1−x1)b

x1

(2.3)

• a > 0,b < 0

• 0 ≤ x1, x2 ≤ 1

• µx1 = vdi st ,1

• µx2 = vdi st ,2

2.2.1.1.2 Simulation The simulation extracts the V-I characteristic perfectly, and is shown in

Fig. 2.6.
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Figure 2.6: Waveform approximation to the disturbance at high (2MS/s) and low (100kS/s) sam-

ple rates.

2.2.1.1.3 Experimental The method performs poorly with low frequency data. The high fre-

quency data was found by observing the peaks of the PWM waveform.

The method performs well in simulation, but noise in the experimentally measured volt-

age data greatly distorts the results. While this method is computationally and conceptually

simple, the fact that noise affects the mean, and thus widely affecting the results, is problem-

atic. Further, this requires results from two experiments, or at last some modification to the

controller accompanied by two measurements, to change the duty cycle. Any chosen method

should avoid changes the controller.

2.2.1.2 Method 2: Mean and RMS Calculation Method

The next approach taken was to find the device parameters with only one experiment, and no

controller modifications. With two unknowns, two equations needed to be found which can be

used to relate the machine quantities to the measured data. The use of RMS was suggested as a
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Figure 2.7: Waveform approximation to the disturbance at high (2MS/s) and low (100kS/s) sam-

ple rates.

possibility. This would allow for both the calculation of the RMS and mean, and from this ‘a’ and

‘b’. To do this, an expression for the PWM waveform needed to be developed for a constant duty

cycle waveform. This is given as just a sum of two step functions as in equation 2.4. Using this

PWM model and applying the general RMS equation, the equation for the RMS of a constant

duty cycle waveform is found.

2.2.1.2.1 Derivation

x[n] = au[n]− (a−b)u[n − (DN + 1)])x[n + N ] = x[n] (2.4)
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RMS =

√
√
√
√ 1

N

N−1∑

n=0

x2[n]

RMSvdi st
=

√

a2 + (a−b)2(1−
2N1 + 1

N
) +−2a(a−b)

(

1−
2N1 + 1

N

)
(2.5)

This solves the controller modification and multiple experiments problem, but the same

noise issues from the mean are present. Further, the expression for RMS is not a trivial equation.

For these reasons, this method was not explored.

2.2.1.3 Method 3: DFT Spectral Method

Instead of the mean duty cycle and RMS methods, the fourier transform was used to generate

two equations. Assuming the noise occurs at higher frequencies, finding the Fourier coefficients

at a few lower frequencies can allow for the calculation of the device nonlinearities. Using the

step function model, a calculation to find ‘a’ and ‘b’ was developed. The fourier series of the

PWM signal of fixed duty cycle is given in equation 2.6. This allows for the development of an

equation which can use the Fourier coefficients – found from any FFT algorithm, perhaps the

Cooley-Tukey algorithm – to find the “a” and “b” quantities.

2.2.1.3.1 Derivation

ˆx[k] =
1

N

N−1∑

n=0

x[n]e−2πi kn
N

ˆx[k] = (b +
a−b

N
(2N1 + 1))δ(k) +

(a−b)

N

N−1∑

k=1

sin( 2πk(N1+0.5)
N

)

sin(πk
N

)

(2.6)

Therefore, the square wave values ‘a’ and ‘b’ can be found with a four step calculation:

• STEP 1: Calculate the FFT with a fast, efficient algorithm (perhaps the Cooley-Tukey al-

gorithm)
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• STEP 2: Calculate:

(a−b) = (N ) f f t (1)
sin( π

N
)

sin( 2π
N

(N1 + 1/2))
(2.7)

• STEP 3: Calculate ’b’

b = f f t (0)−
(a−b)

N
(N1 + 1) (2.8)

• STEP 4: Calculate ’a’

a = (N ) f f t (1)
sin( π

N
)

sin( 2π
N

(N1 + 0.5))
+ b (2.9)

2.2.1.3.2 Simulation The simulation results for this method show excellent performance,

both for low and high frequency sampling rate data.

0 2 4 6 8 10 12 14 16 18 20

0

0.5

1

Current (A)

D
is

tu
rb

a
n

ce
V

o
lt

a
g

e
(V

)

fs,low spectral method fs,hi g h method

(a) IGBT characteristic curve.
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Figure 2.8: Simulation results for nonlinearity voltage drop spectrum extraction.
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2.2.1.3.3 Experimental The method also shows good performance when applied to experi-

mental data, although the method has noise. The calculation with low frequency data is cen-

tered around the actual parameter found from observation of the high frequency waveform.

• Measured using induction machine up to 150A
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Figure 2.9: Experimental results of nonlinearity voltage drop spectrum extraction,

While this method does show moderate noise, the adequate performance and online capa-

bility demonstrates the promise of this method. Unfortunately, it does require the computation

of the FFT in the inverter. However, it does not require multiple experiments or controller mod-

ifications, is immune to high frequency noise, and gives an easy closed form solution for the

device voltage once the FFT is computed.

2.2.2 Characterization with Vφ →Vφ

While effective, sensors which measure the phase voltages with respect to the negative DC link

voltage are not always available. Thus, modifications must be made which can address the prac-
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ticality of this method. Further, the neutral point is not always available in electric machines,

and further, three phase inverters do not typically have an interface to the neutral. In most in-

verters, either the phase voltages with respect to the grid neutral, or the interphase voltages are

known. A method using the latter sensor locations over the former is preferable. If no sensors

are on the inverter – for characterization purposes – it is assumed that sensors are added. So

this section investigates the use of realistic voltage sensors for the detection of inverter nonlin-

earities. Note that either the use of interphase or phase voltages is equivalent, since one can be

calculated from the other as in equation (2.10). With this in mind, the characteristics of a three

phase voltage source IGBT inverter are found.

VA =
2

3
VAB −

1

3
VBC

VB = VA −VAB

VC = VB −VBC

(2.10)

u100

u110u010

u011

u001 u101

Figure 2.10: Voltage vectors of tests.

The equivalent circuit of the inverter was implicit in the previous analysis, and assumed that

each device had an independent relationship between its voltage and current Finding the volt-

age values with respect to current can be done by solving the inverter circuit in Fig. 2.13 given

that different current vectors are applied. To get the parameters, multiple currents were applied

to the machine and information gathered with measurements, and the changing voltage to cur-

rent relationship (V-I) was found. Since the V-I was determined by direct measurement of the

device, the problem was only of finding the best method to determine this. When lacking di-
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rect measurement, this problem becomes a slightly more complex one of system identification.

Without direct measurement, the equations from before become more complex, and more tests

to get the required number of equations for the same number of unknowns is necessary (one

equation per unknown is required). This is further complicated by the fact that this equation-

unknown method requires that the unknowns be constant; the constant requirement is not ful-

filled by looking to find this voltage component. If a device had different current, each device

would introduce another unknown. Luckily, the V-I relationship of each device can be approx-

imated by two constant, a voltage source and resistor. For proper modeling, an ideal switch

and diode is required for each respective IGBT or diode; this equivalent circuit is shown in Fig.

2.14. These values are constant, allowing us now to find the relationship between these con-

stant values, and measurements taken during multiple tests. Tests are performed by applying

current vectors along the 6 fundamental directions: [100], [011], [010], [101], [001], and [110].

The appropriate representative circuits are found for each current vector applied. Note that

the current in each direction is controlled, so the voltage vector will alternate between between

[100] and [011] (as well as [111]/[000]) for the [100] current vector case. In this case however,

since the current is always positive, only the top IGBT and bottom diode (freewheeling mode)

will conduct. It is important that the curent applied be DC and the current be twice that which is

required to be in the saturation region of the IGBT, to assure that the resistance is constant. This

method will allow for the determination of constant parameters in the face of varying currents.

With the equivalent circuit and its resistive and voltage components, a method is then devel-

oped in order to find these resistances and voltages by the use of multiple tests. The method can

use the equivalent circuit to build a model as well as the voltage of the DC link, phase voltages

and phase currents. Two circuits can be found for each of the tests, or operation modes, rep-

resenting the primary conduction through the IGBT and the freewheeling conduction through

the diodes which is present in all machines due to their inductive nature. Two equations can

be found for each circuit using KVL on the two resulting loops. With the machine at standstill,

the same fundamental voltage vector is used to control the current in that vector direction, too.

Doing this for all six fundamental vectors allows for the derivation of 24 equations for the 24

unknowns in Fig. 2.14. This analysis is investigated in Appendix 2.5, with the resulting matrix
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Figure 2.11: Waveforms for ideal PWM signals for a Duty cycle command of <60%,40%,40%>.
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Figure 2.12: Waveforms showing a generalized semiconductor nonlinearity, given as its VI char-

acteristic and the linear approximation to this with its equivalent parameters.

given by equation 2.11. This is the relationship used to derive the device parameters.

x = A−1b (2.11)
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Figure 2.13: Inverter showing the inverter devices’ voltage representation.
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Figure 2.14: Inverter showing the inverter devices’ idealized equivalent circuits.
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This approach however results in a matrix which is not full rank. For this method to be

viable, the matrix should be full rank. Appendix 2.5 ends by showing that equation 2.39 depends

on equations 2.75 and 2.111, equation 2.66 depends on equations 2.30 and 2.102, equation 2.93

depends on equations 2.57 and 2.21, and equation 2.120 depends upon equations 2.48 and 2.84.

2.3 Characterization of an Inverter with Applied Alternating Cur-

rent

Application of the spectral method to the alternating current case is nontrivial. Calculation of

the fourier series of an AC pwm waveform often involves complex functions, like the use of

bessel functions, or information on switching times of the inverter with different current levels,

and is thus impractical for DSP or microcontroller use. [15–17] Instead, the direction of current

and voltage levels will be used to observe the voltage with respect to current, and averaged to

find the current and voltage relationship.

In Fig. 2.15, the nonlinear disturbance voltage of phase A is shown respect to the current.

Note that again, the DC link voltage has been subtracted out where it is appropriate. In this

waveform, we have voltages when the current is in both directions, so we can characterize the

top and bottom IGBTs, as well as their respective freewheeling diodes. Additionally, the volt-

age, either positive or negative, allows us to isolate the IGBT and the diode from one another.

The fact that we have all of this with respect to current allows us to, for each point, associate

the voltage disturbance with the current in the device. If values of the current are associated

with their respective voltage values, a model can be easily constructed for each device. In im-

plementation, only integer valued currents are stored, by rounding all current readings to the

nearest integer (this reduces the number of points in the model). Then, the voltage associated

with that rounded current value is added, with a mean calculation, to the running mean calcu-

lation for that current. The flowchart in Fig. 2.16 shows the path to find the appropriate voltage

with respect to current. The inverter can be characterized by one alternating current point, if

a sinusoidal current of peak amplitude is applied (which is the maximum peak current of the

inverter), as every intermediate current is also contained in that data.
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Figure 2.15: Waveform approximation to the disturbance at high (2MS/s) and low (100kS/s)

sample rates.
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Figure 2.16: Flowchart showing the algorithm used to extract the device characteristics with

applied alternating current.

Note that the simulation results demonstrate that the method performs well, although the

results are noisy. Note that the enlarged waveform (zoomed) makes this appear to be a larger

problem. Also, this is not an average, but all values for the voltages found plotted with respect

28



to the current.
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Figure 2.17: Experimental results of nonlinearity voltage drop spectrum extraction.

The experimental results match well to what is expected by observing the high frequency

PWM waveforms. Here the values have been averaged, and as such there is only one line for

either set of data.

2.4 Conclusion

In this report, the results of inverter characterization are given. The methods attempted were

found with the goal of having a detailed, online method for inverter parameter calculation. The

‘analytical’ spectral method is best for the direct current methods. This method finds the entire

behavior by applying multiple direct currents. The ‘algorithmic’ method is found to be the most

appropriate method as it pertains to the alternating current case. The benefit of this is that only

one experiment must be performed, the maximum peak current sinusoid case. Overall, these

methods show a distinct ability to calculate the nonlinearity voltage of the inverter for each
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Figure 2.18: Experimental results of nonlinearity voltage drop spectrum extraction.

device for use in prognosis, etc. These methods also accomplish the goals of an online method

which can find accurate and fairly precise results.

2.5 Appendix: Derivation of Phase Voltage Sensor Method

A method basis was established in section 2.2.2, which requires the finding of equivalent cir-

cuits. The parameters are found by developing a relationship between inverter measurements

and the known parameters using a relationship between the two. This is done with the resis-

tance/voltage version of the inverter equivalent circuit, breaking this into the equivalent cir-

cuits for the respective applied current vector. KVL is performed on each of these. The resulting

equations are used to synthesize the relationship in equation 2.12.
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2.5.1 Equivalent Circuits for Current Vector Along [100]

In the following equations (2.13)-(2.21) the diode circuit from Fig. 2.20 for positive phase A

current is analyzed. Equations are extracted with clockwise KVL between the loops for phases
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Figure 2.19: Inverter showing the inverter devices’ idealized equivalent circuits.
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Figure 2.20: Inverter showing the inverter devices’ idealized equivalent circuits.

A and B, then B and C.
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+
−VDC + −

VA

+ −

VB

+ −

VC

RD2

+VD2 +

RD3

+VD3 +

RD5

+VD5 +

Figure 2.21: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = I (2.13)

iB = −
I

2
(2.14)

iC = −
I

2
(2.15)

VDC +VB = RI 1i A +VI 1 −RI 4iB +VI 4 +VA (2.16)

VDC +VB −VA = RI 1i A +VI 1 −RI 4iB +VI 4 (2.17)

VDC +VB −VA = RI 1I +VI 1 + RI 4
I

2
+VI 4 (2.18)

VB −RI 6iC +VI 6 = VI 4 −RI 4iB +VC (2.19)

VB −VC = VI 4 −RI 4iB + RI 6iC −VI 6 (2.20)

VB −VC = VI 4 + RI 4
I

2
−RI 6

I

2
−VI 6 (2.21)

In the following equations (2.22)-(2.30) the diode circuit from Fig. 2.21 for positive phase A

current is analyzed. Equations are extracted with clockwise KVL between the loops for phases

A and B, then B and C.
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Figure 2.22: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = I (2.22)

iB = −
I

2
(2.23)

iC = −
I

2
(2.24)

VB = VDC −RD3iB +VD3 +VA + RD2i A +VD2 (2.25)

VB −VDC −VA = −RD3iB +VD3 + RD2i A +VD2 (2.26)

VB −VDC −VA = +RD3
I

2
+VD3 + RD2I +VD2 (2.27)

VB −RD5iC +VD5 = VD3 −RD3ib +VC (2.28)

VB −VC = VD3 −RD3ib + RD5iC −VD5 (2.29)

VB −VC = VD3 + RD3
I

2
−RD5

I

2
−VD5 (2.30)

2.5.2 Equivalent Circuits for Current Vector Along [011]

In the following equations (2.31)-(2.39), the Fig. 2.22 circuit is analyzed with KVL clockwise in

the B and A loop as well as the B and C loop.
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Figure 2.23: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −I (2.31)

iB =
I

2
(2.32)

iC =
I

2
(2.33)

VDC +VA = RI 3iB +VI 3 +VB −RI 2i A +VI 2 (2.34)

VDC +VA −VB = RI 3iB +VI 3 −RI 2i A +VI 2 (2.35)

VDC +VA −VB = RI 3
I

2
+VI 3 + RI 2I +VI 2 (2.36)

VI 3 + RI 3iB +VB = RI 5iC +VI 5 +VC (2.37)

VB −VC = RI 5iC +VI 5 +−VI 3 −RI 3iB (2.38)

VB −VC = RI 5
I

2
+VI 5 +−VI 3 −RI 3

I

2
(2.39)

In the following equations (2.40)-(2.48), the Fig. 2.23 circuit is analyzed with KVL clockwise

in the A and B loop as well as the B and C loop.
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Figure 2.24: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −I (2.40)

iB =
I

2
(2.41)

iC =
I

2
(2.42)

VA = −RD1i A +VD1 + RD4iB +VD4 +VB +VDC (2.43)

VA −VB −VDC = −RD1i A +VD1 + RD4iB +VD4 (2.44)

VA −VB −VDC = +RD1I +VD1 + RD4
I

2
+VD4 (2.45)

VC + RD6iC +VD6 = VD4 + RD4iB +VB (2.46)

VC −VB = VD4 + RD4iB −RD6iC −VD6 (2.47)

VC −VB = VD4 + RD4
I

2
−RD6

I

2
−VD6 (2.48)

2.5.3 Equivalent Circuits for Current Vector Along [010]

In the following equations (2.49)-(2.57), the Fig. 2.24 circuit is analyzed with KVL clockwise in

the B and A loop as well as the A and C loop.
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Figure 2.25: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −
I

2
(2.49)

iB = I (2.50)

iC = −
I

2
(2.51)

VDC +VA = RI 3iB +VI 3 +VB −RI 2i A +VI 2 (2.52)

VDC +VA −VB = RI 3iB +VI 3 −RI 2i A +VI 2 (2.53)

VDC +VA −VB = RI 3I +VI 3 + RI 2
I

2
+VI 2 (2.54)

VI 2 −RI 2i A +VC = VA −RI 6iC +VI 6 (2.55)

VC −VA = −RI 6iC +VI 6 −VI 2 + RI 2i A (2.56)

VC −VA = +RI 6
I

2
+VI 6 −VI 2 −RI 2

I

2
(2.57)

In the following equations (2.58)-(2.66), the Fig. 2.25 circuit is analyzed with KVL clockwise

in the B and A loop as well as the A and C loop.
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Figure 2.26: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −
I

2
(2.58)

iB = I (2.59)

iC = −
I

2
(2.60)

VA = VDC −RD1i A +VD1 +VB + RD4iB +VD4 (2.61)

VA −VDC −VB = −RD1i A +VD1 + RD4iB +VD4 (2.62)

VA −VDC −VB = +RD1
I

2
+VD1 + RD4I +VD4 (2.63)

VA −RD5iC +VD5 = −RD1i A +VD1 +VC (2.64)

VA −VC = −RD1i A +VD1 + RD5iC −VD5 (2.65)

VA −VC = +RD1
I

2
+VD1 −RD5

I

2
−VD5 (2.66)

2.5.4 Equivalent Circuits for Current Vector Along [101]

In the following equations (2.67)-(2.75), the Fig. 2.26 circuit is analyzed with clockwise KVL in

the A and B loop as well as the A and C loop.
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Figure 2.27: Inverter showing the inverter devices’ idealized equivalent circuits.

i A =
I

2
(2.67)

iB = −I (2.68)

iC =
I

2
(2.69)

VDC +VB = RI 1i A +VI 1 +VA −RI 4iB +VI 4 (2.70)

VDC −VA +VB = RI 1i A +VI 1 −RI 4iB +VI 4 (2.71)

VDC −VA +VB = RI 1
I

2
+VI 1 + RI 4I +VI 4 (2.72)

VA +VI 1 + RI 1i A = RI 5iC +VI 5 +VC (2.73)

VA −VC = RI 5iC +VI 5 −VI 1 −RI 1i A (2.74)

VA −VC = RI 5
I

2
+VI 5 −VI 1 −RI 1

I

2
(2.75)

In the following equations (2.76)-(2.84), the Fig. 2.27 circuit is analyzed with clockwise KVL

in the B and A loop as well as the A and C loop.
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Figure 2.28: Inverter showing the inverter devices’ idealized equivalent circuits.

i A =
I

2
(2.76)

iB = −I (2.77)

iC =
I

2
(2.78)

VB = VDC −RD3iB +VD3 +VA + RD2i A +VD2 (2.79)

VB −VDC −VA = −RD3iB +VD3 + RD2i A +VD2 (2.80)

VB −VDC −VA = +RD3I +VD3 + RD2
I

2
+VD2 (2.81)

VC + RD6iC +VD6 = VD2 + RD2i A +VA (2.82)

VC −VA = VD2 + RD2i A −RD6iC −VD6 (2.83)

VC −VA = VD2 + RD2
I

2
−RD6

I

2
−VD6 (2.84)

2.5.5 Equivalent Circuits for Current Vector Along [001]

In the following equations (2.85)-(2.93), the Fig. 2.28 circuit is analyzed with clockwise KVL in

the C and A loop as well as the A and B loop.
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+ −
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+ −
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RD1
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RD3
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RD6

+VD6 +

Figure 2.29: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −
I

2
(2.85)

iB = −
I

2
(2.86)

iC = I (2.87)

VDC +VA = +RI 5iC +VI 5 +VC −RI 2i A +VI 2 (2.88)

VDC +VA −VC = +RI 5iC +VI 5 −RI 2i A +VI 2 (2.89)

VDC +VA −VC = +RI 5I +VI 5 + RI 2
I

2
+VI 2 (2.90)

VI 2 −RI 2i A +VB = VA −RI 4iB +VI 4 (2.91)

VB −VA = −RI 4iB +VI 4 −VI 2 + RI 2i A (2.92)

VB −VA = +RI 4
I

2
+VI 4 −VI 2 −RI 2

I

2
(2.93)

In the following equations (2.94)-(2.102), the Fig. 2.29 circuit is analyzed with clockwise KVL

in the A and C loop as well as the A and B loop.
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Figure 2.30: Inverter showing the inverter devices’ idealized equivalent circuits.

i A = −
I

2
(2.94)

iB = −
I

2
(2.95)

iC = I (2.96)

VA = VDC −RD1i A +VD1 +VC + RD6iC +VD6 (2.97)

VA −VDC −VC = −RD1i A +VD1 + RD6iC +VD6 (2.98)

VA −VDC −VC = +RD1
I

2
+VD1 + RD6I +VD6 (2.99)

VA −RD3iB +VD3 = VD1 −RD1i A +VB (2.100)

VA −VB = VD1 −RD1i A + RD3iB −VD3 (2.101)

VA −VB = VD1 + RD1
I

2
−RD3

I

2
−VD3 (2.102)

2.5.6 Equivalent Circuits for Current Vector Along [110]

In the following equations (2.103)-(2.111), the Fig. 2.30 circuit is analyzed with clockwise KVL

in the A and C loop as well as the A and B loop.
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Figure 2.31: Inverter showing the inverter devices’ idealized equivalent circuits.

i A =
I

2
(2.103)

iB =
I

2
(2.104)

iC = −I (2.105)

VDC +VC = RI 1i A +VI 1 +VA −RI 6iC +VI 6 (2.106)

VDC +VC −VA = RI 1i A +VI 1 −RI 6iC +VI 6 (2.107)

VDC +VC −VA = RI 1
I

2
+VI 1 + RI 6I +VI 6 (2.108)

VA +VI 1 + RI 1i A = RI 3iB +VI 3 +VB (2.109)

VA −VB = RI 3iB +VI 3 −VI 1 −RI 1i A (2.110)

VA −VB = RI 3
I

2
+VI 3 −VI 1 −RI 1

I

2
(2.111)

In the following equations (2.112)-(2.120), the Fig. 2.31 circuit is analyzed with clockwise

KVL in the C and A loop as well as the A and B loop.
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i A =
I

2
(2.112)

iB =
I

2
(2.113)

iC = −I (2.114)

VC = VDC −RD5iC +VD5 +VA + RD2i A +VD2 (2.115)

VC −VA −VDC = −RD5iC +VD5 + RD2i A +VD2 (2.116)

VC −VA −VDC = +RD5I +VD5 + RD2
I

2
+VD2 (2.117)

VB + RD4iB +VD4 = VD2 + RD2i A +VA (2.118)

VB −VA = VD2 + RD2i A −RD4iB −VD4 (2.119)

VB −VA = VD2 + RD2
I

2
−RD4

I

2
−VD4 (2.120)

With the individual circuit analysis completed, we now gather all of the resulting equations

into one list, given by the equation sets (2.121) and (2.122).
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VDC +VB −VA = RI 1I +VI 1 + RI 4
I

2
+VI 4

VB −VC = VI 4 + RI 4
I

2
−RI 6

I

2
−VI 6

VB −VDC −VA = +RD3
I

2
+VD3 + RD2I +VD2

VB −VC = VD3 + RD3
I

2
−RD5

I

2
−VD5

VDC +VA −VB = RI 3
I

2
+VI 3 + RI 2I +VI 2

VB −VC = RI 5
I

2
+VI 5 −VI 3 −RI 3

I

2

VA −VB −VDC = +RD1I +VD1 + RD4
I

2
+VD4

VC −VB = VD4 + RD4
I

2
−RD6

I

2
−VD6

VDC +VA −VB = RI 3I +VI 3 + RI 2
I

2
+VI 2

VC −VA = +RI 6
I

2
+VI 6 −VI 2 −RI 2

I

2

VA −VDC −VB = +RD1
I

2
+VD1 + RD4I +VD4

VA −VC = +RD1
I

2
+VD1 −RD5

I

2
−VD5

VDC −VA +VB = RI 1
I

2
+VI 1 + RI 4I +VI 4

VA −VC = RI 5
I

2
+VI 5 −VI 1 −RI 1

I

2

VB −VDC −VA = +RD3I +VD3 + RD2
I

2
+VD2

VC −VA = VD2 + RD2
I

2
−RD6

I

2
−VD6

VDC +VA −VC = +RI 5I +VI 5 + RI 2
I

2
+VI 2

VB −VA = +RI 4
I

2
+VI 4 −VI 2 −RI 2
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(2.121)
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VC −VA −VDC = +RD5I +VD5 + RD2
I

2
+VD2

VB −VA = VD2 + RD2
I

2
−RD4

I

2
−VD4

(2.122)

Given this, it is now possible to put the equations into the Ax = b form.
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By factoring the vector x out of the right hand side matrix the following equation 2.125 re-

sults.
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Figure 2.32: Inverter showing the inverter devices’ voltage representation.
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(2.125)

A similar result can be obtained by assuming that the device nonlinearity is given as a cur-

rent controlled voltage source as in Fig. 2.32, to find the equations in equation (2.126).
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VDC +VB −VA = f I 1 + f I 4

VB −VC = f I 4 − f I 6

VB −VDC −VA = fD3 + fD2

VB −VC = fD3 − fD5

VDC +VA −VB = f I 3 + f I 2

VB −VC = f I 5 − f I 3

VA −VB − fDC = fD1 + fD4

VC −VB = fD4 − fD6

VDC +VA −VB = f I 3 + f I 2

VC −VA = f I 6 − f I 2

VA −VDC −VB = fD1 + fD4

VA −VC = fD1 − fD5

VDC −VA +VB = f I 1 + f I 4

VA −VC = f I 5 − f I 1

VB −VDC −VA = fD3 + fD2

VC −VA = fD2 − fD6

VDC +VA −VC = f I 5 + f I 2

VB −VA = f I 4 − f I 2
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(2.126)
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Although there are 24 equations, calculating the rank of the A matrix in equation 2.125

makes it clear that the matrix is insufficient to characterize the entire inverter; the rank is only

20/24. By performing the algorithm shown in Fig. 2.33, the row dependency is found, and thus

the circuits which are interdependent.

From this algorithm, the rows which the dependent row is dependent upon are found. This

allows for understanding how to proceed. The algorithm shows that equations (2.39), (2.66),

(2.93), and (2.120) are dependent upon equations (2.75) and (2.111), (2.30) and (2.102), (2.57)

and (2.21), as well as (2.48) and (2.84), respectively. This dependency is exemplified by equa-

tions 2.127, 2.128, 2.129, and 2.130. These equations make it clear that the method proposed

is not sufficient. One of the four examples of this is Fig. 2.34, which shows the circuits used to

build equations (2.39), dependent upon (2.75) and (2.111). The circuits are clearly not indepen-

dent, as the third can be made from a linear combination of the other two. Overall, this means

that finding the device characteristics requires either more tests to generate more equations for

the system which are not linearly dependent, or that the method is not viable for this purpose,

and the novel sensor setup in Fig. 2.1 is required.
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Figure 2.33: Flowchart used to determine which rows the linearly dependent rows are depen-

dent upon.
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Chapter 3

APEC 2014 Conference Submission:

“Inverter Device Nonlinearity

Characterization Technique for Use in a

Motor Drive System”

3.1 Introduction

3.1.1 Motivation

The characteristic of semiconductor devices is such that they have a nonlinear voltage and cur-

rent characteristic. Coupled with the use of pulsewidth modulation (PWM) to control the cur-

rent in three phase inverters and the complications associated with this, the output voltage of

a three phase voltage source inverter (VSI) is distorted. These phenomena resulting in the dis-

tortion of the output voltage of an inverter are termed inverter nonlinearities.

Typically because the distortion caused by such nonlinearities is small it is ignored, or maybe

only one nonlinearity is mitigated. The case where all are studied or accounted for is rare. There

are, however, situations where it is important to understand these inverter nonlinearities. The

nonlinearities themselves may contain information about the health of the drive. Diagnosis

and prognosis (D&P) studies attempt to take advantage of the information the nonlinearities

hold in order to evaluate the condition of the inverter and predict the future health. The use of

inverter nonlinearities for D&P has been discussed at various lengths in [1–3].
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Inverter nonlinearities, if not mitigated, may have a negative effect upon the operation of

sensorless drive schemes. Sensorless schemes, typically using flux and position observers, suf-

fer observer performance degradation in the presence of inverter nonlinearities. The observers

must not only take into account the machine model, which is typical, but also that of the in-

verter nonlinearities. Further, other studies seek to remove the effect of inverter nonlinearities

in order to achieve a smoother output voltage. Removing these effects is especially important

at low speeds and currents, where the voltage distortion can be significant with respect to the

power frequency fundamental. Removing effects from voltage applied to the machine can im-

prove the current and torque controller stability and performance. Discussion of the nonlinear

effects, and methods to mitigate inverter nonlinearities have been studied in [4–12]. The prob-

lem with not accounting for inverter nonlinearities is clearly seen in situations where the volt-

age command is used to estimate machine voltage. For instance, in [13] accounting for inverter

nonlinearities is used to simplify the characterization procedure by avoiding the use of voltage

sensors.

This paper is concerned with the detailed characterization of these inverter nonlinearities

over the entire device operating current. The motivation for this is in finding the inverter non-

linearity curve and using this to determine the condition of the inverter. This method achieves

this, while other literature does not, as it can separate all of the inverter devices and thus deter-

mine the condition of each of the inverter devices individually.

3.1.2 Outline

The paper is organized according to the various methods used in the characterization. The

structure is given in the following:

• Section 3.2 discusses the nonlinearity classification and the approach chosen in this pa-

per.

• Section 3.3 develops a representation for the disturbance analytically and graphically.

• Section 3.4 develops characterization methods which utilize the application of direct cur-
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Figure 3.1: Waveforms showing a generalized semiconductor nonlinearity, given as its VI char-

acteristic and the linear approximation to this with its equivalent parameters; this is the key

characteristic for a device.

rent to the machine at standstill.

• Section 3.5 develops characterization methods which utilize the application of alternating

current to the machine at standstill.

3.2 Study of Nonlinearities

3.2.1 Nonlinearity Classification

When studying these nonlinearities for any purpose, it is important to define which nonlineari-

ties are important for the application. The most pronounced nonlinearities – due to commonly

available hardware sensors – are the forward voltage drop and resistance of the inverter semi-

conductors (i.e. IGBT and diode). There exist other device characteristics which may be stud-

ied, including the gate current (ig) and gate-emitter voltage (VGE), however it is uncommon to

sense the gate characteristics given that there are rarely sensors added to the IGBT gates. The

goal is, therefore, to find the voltage drop over the collector to the emitter pathway of each of

the semiconductor devices. As stated, there are four characteristics in all: The resistance (Rd)

and forward biased junction voltage (Vth,d) over the diode, and the resistance (Ri) and forward

biased junction voltage (Vth,i) over the IGBT. These quantities can be used to approximate the

inverter nonlinearity, as shown in Fig. 3.1.
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3.2.2 Requirements on the Procedure

Any characterization procedure should also allow for finding the parameters of every device.

The authors in [4, 5, 7, 14] all investigate methods which do not find the exact device parame-

ters, but some average effect of the diode and IGBT in any given situation; their goal is removing

the effect of the nonlinearity, not condition monitoring. From the literature review done here,

no paper has found an effective method to determine the complete inverter device VCE param-

eters. To isolate each individual quantity, new characterization methods have been developed.

With this in mind, the task then becomes one of finding the best method of characterization.

Several methods described in literature characterize the inverter, but many such as [14], could

not isolate specific device quantities. The final goal of any characterization method is to de-

velop a method and record the voltage and current relationship for each device. The resistance

and forward junction drop for each device can be found from this voltage and current relation-

ship.

Additionally, the methods require a sampling rate above the switching frequency, as the

PWM voltage waveform is required for the calculation of the device characteristics. Follow-

ing the Nyquist rate requirement, the sampling frequency must be greater than twice the signal

bandwidth. With filtering of harmonics greater than the first AC harmonic, a sampling rate of

only just over twice the switching frequency is required. A sampling frequency of 100 kHz for

a switching frequency of 5 kHz is assumed in simulation and used in experimentation, which

is more than required per the Nyquist criterion. Note that this sampling rate is chosen to be

reasonable in a typical drive system which uses an embedded microcontroller.

3.2.3 General Approach

This problem of device characterization in an inverter is solved in two ways for direct currents.

The first method works with the application of direct currents by finding two equations related

to the mean of the sensed voltage to solve for both of the two unknown nonlinearity voltages,

Vigbt and Vdiode, using sensed currents, voltages, and applied duty cycle. To get the voltage for

multiple direct currents, multiple direct currents must be applied, and the mean equation for a
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constant duty cycle waveform used. The second method uses the same sensed quantities, but

utilizes the PWM spectrum instead. For DC, the current spectrum method is extended for use

in the case of alternating currents. The methods are then modified in order to determine the

device parameters with line-to-line voltage sensing.

3.2.4 Experimental Setup

The test setup consists of a three-phase induction machine with a current rating of 200 A con-

nected to the SEMIKRON SKiiP 2 three phase inverter with a current rating of 250 A. The inverter

lacks microcontroller control, but instead uses a dSPACE system for control. The dSPACE sys-

tem is programmed to allow for either AC or direct current control, and has all phase current

sensors as well as a DC link voltage sensor. The PWM, and sampling frequency of this system

is 5 kHz. In parallel to the dSPACE data acquisition, an HBM GEN2i data acquisition system

is used to sense all voltages and currents (phase and DC link) as shown in Fig. 3.2 as well as

two different phase voltage sensing arrangements i.e. line-to-line and line to negative DC link.

The GEN2i system samples at 2 MS/sec, which can be down-sampled to the appropriate testing

frequency. An identical connection setup is used for simulation purposes, but device charac-

teristics are chosen as follows: Vth,d = 1.2 V, Vth,i = 1.3 V, Rd = 4 m˙, and Ri = 6 m˙.

3.3 Representing the Voltage Disturbance

For analysis purposes, representations for the disturbances must be found. The first set of

methods introduced in this paper assume that voltage and current sensors are available for

all phases with respect to the negative DC link, as well as a DC link voltage sensor. The second

set of methods assumes a small difference in sensor location; this method set assumes that the

measurements are either across the machine line-to-line or line-to-neutral. The voltage cur-

rent relationship being the goal, a test – or series of tests – must determine the entire device’s

V-I relationship. This is done by applying a current to each device and somehow determining

the voltage during this current application. Some calculations can be done on the various volt-
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ages to calculate this device voltage. The linear region is of note, and occurs when the linear

approximation and actual characteristic curve meet, as in Fig. 3.1 at 125 A. The characteristic

below this is also useful, but in order to characterize the device fully, the linear region must be

captured.

The methods all require that the disturbance voltage be isolated from the phase voltage

sensor measurements. With the phase and DC link voltage sensors, the information required to

characterize the devices is available.

3.3.1 Representing the Voltage Disturbance with Direct Current

To demonstrate that this waveform is all that is required, assume for a moment that phase A

of the inverter is used to conduct a positive current into the load. Per the current direction,

the top IGBT will conduct, with the bottom diode freewheeling, as long as the positive current

is maintained. Note that Fig. 3.3 demonstrates this. Also note the placement of the voltage

sensor. When the bottom diode is conducting, during freewheeling, it is clear that the voltage

measured by the sensor will be that of the bottom diode. When the IGBT is conducting, the

voltage will be that of the DC link, less the IGBT voltage drop. The IGBT voltage drop can be

determined with the DC link voltage measurement by VDC −VA→DC-. This DC link subtraction

is only done when the IGBT is conducting, determined when the voltage measured is greater

than zero. By measuring the diode voltage directly, and using the expression to determine the

top IGBT voltage, a square wave results, and is shown in Fig. 3.4. The IGBT voltage is given by

a, whereas the diode voltage is given by b. This is shown for a PWM waveform resulting from

applied direct current. This is herein referred to as the disturbance voltage waveform, Vdist. The

problem now becomes using this fact to extract the inverter nonlinearities from all devices.

3.3.1.1 Analytic Expression of the DC Waveform

An expression for the PWM waveform, or disturbance waveform should be found analytically.

An analytic expression is derived using the sensor voltages as given in Fig. 3.2. The PWM wave-

form when constant direct current is applied is first discussed, similar to that found in Fig. 3.4
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for only the disturbance signal. There are two cases which should be discussed for direct cur-

rent operation; the positive and negative current cases result in different device measurements.

In Fig. 3.3 positive current is seen, where only the top IGBT of phase A (IGBT 1/I1) and the bot-

tom diode of phase A (Diode 2/D2) conduct. The phase A sensor measurement here is given by

equation (3.1). Note that this assumes that the rising edge of the rectangular pulse PWM signal

occurs at time t=0 and that V +/−
A→DC-

(t ) = V +/−
A→DC-

(t + T ). Conversely, negative current results in

the analytic expression given by equation (3.2). Using these two expressions, a complete phase

voltage waveform can be given as in equation (3.3). The interphase version of this is simply

found by subtracting two of these, for whatever phase combination is desired as in equation

(3.4), given for phases A and B.

V +
A→DC-(t ) = [VDC −VI1(ia)]u(t )− [(VDC −VI1(ia)) +VD2(ia)]u(t −DTc) (3.1)

V −
A→DC-(t ) = [VI2(ia)]u(t )− [VI2(ia)− (VDC +VD1(ia))]u(t −DTc) (3.2)

VA→DC-(t ) = V −
A→DC-(t ) {

1

2
(sgn(ia) + 1))} +V −

A→DC-(t ) {
1

2
(1− sgn(ia)))} (3.3)

VA→B(t ) = VA→DC-(t )−VB→DC-(t ) (3.4)

+
−VDC Machine

Data

Acquisition

v v vv

Figure 3.2: Experimental setup for inverter characterization showing the sensor connections

which allow for line-to-line and line-to-DC-.
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+
−VDC

I +

vs

I + vs = VDC −a (for IGBT conduction)

I + vs = b (while freewheeling)

Figure 3.3: The phase A half bridge of the inverter, showing the sensor connection. The purpose

of this figure is to demonstrate the paths of current, and how they relate to the voltage measured

by the voltage sensor.

3.3.2 Extension of the DC Representation to AC

In most applications, alternating currents are applied to the machine. This necessitates the de-

velopment of an AC waveform representation, of which there are two approaches. The first is

representing the AC waveform analytically as was done with the DC PWM signal. The second

is representing the AC waveform as many DC PWM waveforms. The holistic analytic represen-

tation of the sensor measurement is given in equation (3.5) for a trailing edge PWM signal with

natural sampling [18]. The line-to-line quantity can be calculated using equation (3.4). Note

that fc is the carrier frequency, f1 is the modulating frequency, M is the modulating index, k

is the carrier harmonic number, n is the order of the bessel function of the first kind, Tc is the

PWM period, Jn is the mth order Bessel function of the first kind, and t is of course time. Due

to the complexity, a DSP cannot calculate this quickly, as this uses many Bessel functions, thus

this is avoidable. [15–17]

Instead of this method requiring complex calculation, the other method is explored. The

second looks to approximate the AC waveform shown in Fig. 3.5(a) as many DC waveforms, like

that in Fig. 3.4. Fig. 3.5(b) gives the current corresponding to Fig. 3.5(a), which is important

to note, as this contains both positive and negative currents; this means that all devices in that

phase can be measured with this one test. Further, given the range of currents, as long as the

amplitude of the current is high enough, the phase leg can be completely characterized. Look-

ing in a local area, as with the circle in Fig. 3.5(a), the DC method can be extended to the AC
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Figure 3.4: Extracted disturbance waveform from raw VA→DC− used in the disturbance estima-

tion methods.

method with no loss of information.

VA →DC-(t , M , f1,VDC,VI1,VI2,VD1,VD2, ia, fc) = {
1

2
(sgn(ia) + 1)

VDC − VI1 − VD2

2

+
1

2
(−sgn(ia) + 1)

VI2 − (VD1 + VDC)

2
}{Msin(2π f1t )

+
∞∑

k=1

2

kπ
[1 − (−1)k J0(kπM)]sin(2πk fct )

−

∞∑

k=1

(−1)k
∞∑

n=1

Jn(kπM)

kπ
[sin(2π(k fc − n f1)t )

+ (−1)nsin(2π(k fc + n f1)t )]}

+
1

2
(sgn(ia) + 1)

VDC − VI1 − VD2

2

−
1

2
(−sgn(ia) + 1)

VI2 − (VD1 + VDC)

2
(3.5)

3.4 Methods Utilizing Direct Current

In these DC methods, a direct current goes through one phase, and returns through the other

two phases of the machine with half the magnitude. Thus, for a given current command, only

the phase with the maximum magnitude is studied. By repeating these tests for every device

in each phase, the relationship between voltage nonlinearity and applied current is found. The

methods also require the measurement of the: phase duty cycle commands, the phase voltages

with respect to the negative DC link, and the phase current, recorded during each sampling

period. The methods should also be operable at a sampling rate of 100 kS/sec in order to be
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Figure 3.5: VA→DC- measurement for an AC waveform showing the relationship between current

and the measured PWM voltage.

realizable in a drive system, since 2 MS/sec is too high for most microcontrollers in drives. As

mentioned earlier, a sampling rate of 2 MS/sec is available for experimental and simulated data

in order to verify the results. Four seconds of data is available for the simulation and experi-

mental verification. To test the performance of the proposed methods, the high sampling rate

data was used to estimate the voltage disturbance by taking the average of the top and bottom

of the square disturbance waveform shown in Fig. 3.4 over four seconds. This is done by aver-

aging all upper values, defined whenever the voltage is above zero; for the bottom, this is done

by averaging the voltage when it is below zero.

3.4.1 Method Utilizing the Waveform Mean

The first method attempted utilizes the fact that the mean of this square wave disturbance sig-

nal (µx) along with the duty cycle (D) contains information about the nonlinearity at that spe-
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cific current, seen by this equation (3.6).

µx = (1−D)(b) + (D)(a) (3.6)

While this equation contains both nonlinearity terms a and b, another equation is required to

find both quantities. This can be accomplished by artificially increasing the duty cycle com-

mand in each phase in order to create two equations for the two unknowns. The measurement

is taken once, and then a second time by adding 5% to the duty cycle of each phase PWM com-

mand. By manipulation of the basic duty cycle equations from these two tests, the nonlinear-

ities at a given current can be found by equation set (3.7). The method is first tested in simu-

lation with the voltage measurement, duty cycle commands and equations in (3.7). This test is

repeated for one phase for demonstration, at all currents from 0 to 20 A in steps 1 A. The method

performs well in simulation as seen in Figs. 3.6(a) and 3.6(b), matching the high sampling fre-

quency results. Experimentally, calculation of the mean of the square wave is very susceptible

to noise in the data, which is seen in the resulting nonlinearity waveforms of Figs. 3.6(c) and

3.6(d). The higher order harmonics of the PWM switching frequency cannot be filtered; doing

so would produce a signal which is no longer a square wave and thus invalidate the analysis in

equation (3.7).

D2

D1
µ1 −µ2 = b

(
D2(1−D1)

D1
− (1−D2)

)

b =

D2

D1
µ1 −µ2

D2(1−D1)
D1

− (1−D2)

a =
µ1 − (1−D1)b

D1

(3.7)

3.4.2 Method Utilizing the Waveform Spectrum

Given that the mean method is fairly noise-prone, another method is required that is less prone

to noise, using the same conditions of the mean method. The Fourier spectrum of the PWM
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Figure 3.6: The resulting simulation and experimental waveforms for voltage nonlinearity with

the mean method.
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waveform was therefore investigated to find the disturbance values, since, if no aliasing occurs,

the spectrum harmonics should not reflect high frequency noise. The discrete Fourier trans-

form of the disturbance waveform in equation 3.9 was found with an analytic expression for

this waveform in equation 3.8. Note that N1 in equation 3.10 represents the number of samples

to the right of the halfway point of the positive portion of the PWM signal, including the middle.

x[n] = au[n]− (a−b)u[n − (DN + 1)]) = x[n + N ] (3.8)

ˆx[k] = b +
a−b

N
((2N1 + 1))δ(k) +

N−1∑

k=1

sin( 2πk(N1+0.5)
N

)

sin(πk
N

)
) (3.9)

N1 = ⌊
⌈DN⌉+ 1

2
⌋ (3.10)

Given this, the nonlinearity can be calculated with the DFT and FFT as in equation (3.11)

results given in Fig. 3.7(a) and 3.7(b) in simulation, as well as 3.7(c) and 3.7(d) experimentally.

For this method to work, the spectral component at the switching frequency (FFT(1)) and DC

component (FFT(0)) of the FFT must be computed in the embedded system, with an algorithm

such as the Cooley-Tukey algorithm. This method can, with some loss of precision due to noise,

effectively estimate the inverter nonlinearities for a given applied direct current.

b = FFT(0)−

(N )FFT(1)
sin( π

N )

sin( 2π
N (N1+1/2))

N
(N1 + 1)

a = (N )FFT(1)
sin( π

N
)

sin( 2π
N

(N1 + 0.5))
+ b

(3.11)

3.5 Methods Utilizing Alternating Current

Application of the analytic procedure used in the DC spectral method to the alternating current

case is nontrivial, given the complex analytic representation in equation (3.5). Calculation of

the Fourier series of an AC PWM waveform is impractical as discussed in section 3.3.2 and is
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Figure 3.7: The resulting simulation and experimental waveforms for voltage nonlinearity with

the spectrum method.
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thus impractical for DSP or microcontroller use. To test the performance of the proposed AC

methods, the high sampling rate data was used to estimate the voltage disturbance by read-

ing the voltage levels from the data directly. This is done in a similar manner as the DC high

frequency method, but is not average over a long period, but only uses measurements at the

appropriate current level and direction.

3.5.1 Method Using Developed Algorithm

Instead, the direction of current and voltage levels will be used to observe the voltage with re-

spect to current, and finding the current and voltage relationship from this. In Fig. 3.5(a), the

nonlinear disturbance voltage of phase A is shown with respect to the current without the DC

link subtracted. This waveform contains voltage data for both directions of current, so it is pos-

sible to characterize the top and bottom IGBTs, as well as their respective freewheeling diodes.

Additionally, the voltage PWM waveform, allows us to isolate the IGBT and the diode from one

another. The fact that we have all of this with respect to current allows us to, for each point,

associate the voltage disturbance with the current in the device. If values of the current are as-

sociated with their respective voltage values, a model can be easily constructed for each device.

In implementation, only integer valued currents are stored, by rounding all current readings to

the nearest integer (this reduces the number of points in the model). Then, the voltage associ-

ated with that rounded current value is added, with a mean calculation, to the running mean

calculation for that current value. The flowchart in Fig. 3.8 shows the algorithm to find the ap-

propriate voltage with respect to current. The inverter can be characterized by one alternating

current point, if a sinusoidal current of peak amplitude is applied (which is the maximum peak

current of the inverter), as every intermediate current is also contained in that data.

The results in Figs. 3.9 and 3.10 match well to what is expected by observing the high fre-

quency PWM waveforms. Here the values have been averaged, and as such there is only one

line for either set of data.
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Figure 3.8: Characterization method used to determine the voltage and current relationship of

inverter devices.
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Figure 3.9: Simulation results of nonlinearity voltage drop spectrum extraction.
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Figure 3.10: Experimental results of nonlinearity voltage drop spectrum extraction.
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3.5.2 Method Using DC Approximation with STFT

The problem with the application of the spectral method to the AC signal, is that the spectral

method calculates the FFT for the entire range of data, which is typically a stationary signal. A

stationary signal is one in which the harmonics do not change in time; with a varying duty cycle

waveform like in ACPWM, this is not the case. It is possible to calculate the FFT of the entire

signal, but the current/voltage relationship would be lost, as the harmonics are for the entire

length of time. Taking the FFT in a localized region would remedy this, if we could take the FFT

in the local DC-like area. This is possible with the Short Time Fourier Transform (STFT), which

does this using equation (3.12) [19].

(3.12)STFT(t , f ) =

∫

h(t − τ)s(τ)e− j 2π f τdτ

Note in equation (3.12), the h(t −τ) term is a window function. The window function is how the

time data is broken up, and must be chosen to appropriately balance the time period (T) and

frequency bandwidth (B), as there is a tradeoff between the two of these.

T B ≥
1

2
(3.13)

The takeaway is that equation (3.13) defines the tradeoff between information in the time do-

main, and information in the frequency domain. The matlab function spectrogram is used with

a window size to be five times the number of samples per period, overlap, and nfft is set to the

window size. A rectangular window is used in order to match the FFT results instead of the

Hamming window.

The DC method equations given by the equations in (3.11) are used with the spectrum in-

formation found using the STFT to arrive at the results of Figs. 3.11(a) and 3.11(b). The methods

are only applied to the phase A positive current quantities, IGBT1 and Diode2, although all de-

vices can be characterized using this method.
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Figure 3.11: Experimental results of nonlinearity voltage drop spectrum extraction for AC using

STFT.

3.6 Conclusions

In this paper, a novel inverter characterization procedure is investigated. The benefit of this

method over those in literature lies in its ability to identify individual device parameters, an

important goal in inverter health monitoring. The mean method was introduced, but the fact

that it was noise-prone hampered the performance of this method. The benefit of the spectral

method is that it is an effective, noise-resistant method of characterization. With the spectral

method, and an adequate fast Fourier transform in the embedded system, the nonlinearities of

interest are easily found with only some effects of noise. This is extended to the alternating cur-

rent case by way of the STFT. With the simulated and experimental work, these methods prove

useful for the monitoring of inverter nonlinearities with both direct and alternating current.
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Chapter 4

Manuscript for ECCE 2014: “Effects of

Detailed Nonlinearity Characterization

upon Condition Monitoring”

4.1 Introduction

4.1.1 Motivation and Background

Electric drive systems, and the inverters that accompany them are quickly becoming ubiqui-

tous in applications ranging from home appliances, to the aerospace and automotive sectors.

Inverters are not only used to operate traction drive systems, but also the electric machines

which are replacing automotive and aerospace systems which were previously hydraulic. This

comes with added benefits, but the chief concern is guaranteeing that the systems are reliable.

Industry agrees with this notion [20], saying that the field of condition monitoring and relia-

bility studies in general needs to be expanded upon to allow for the greater proliferation of reli-

ability methods. This holds most true for capacitors and power devices in the inverter, reported

to be the most fragile, or failure-prone. Given their applicability to drive systems, MOSFETs

and IGBTs were reported to be of the most interest. Since IGBTs typically have a higher power

rating and so are used more often in traction drive systems, the discussion in this paper will

be limited to IGBTs. Further, the duty of these devices is such that they are typically used daily,

making reliability important in order to prevent downtime. Being able to predict and determine

the problem ahead of time would allow for a shorter downtime if the catastrophic failure can
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be avoided, as well as less expensive repair cost if the system can perform the diagnostic itself.

Note that the interest is in the ability to detect a failure in an inverter correctly and as early as

possible [19]. This failure typically shows some observable signature before the failure occurs.

The fault is defined as this early detectable condition which allows for continued operation but

will lead to a catastrophic failure of the system.

4.1.2 State of the Art

The summary works of [2] and [1] give an overview of the field of inverter reliability studies, still

in its early stages. The basic reliability information is surveyed, the various reliability prediction

metrics are discussed as well as assessments. Additionally, [18] clearly explains the four main

areas of reliability design:

1. diagnosis

2. prognosis

3. fault mitigation

4. redundant or fault-tolerant design

These four areas provide tools useful in the attempt to improve reliability.

4.1.2.1 Diagnosis

Diagnosis is the term for the determination of the presence and severity of a fault in a system.

This is the most mature portion of the field of reliability; many methods have been discussed in

literature. The work in [21] involves a method which finds the current vector trajectory, and uses

deviations in this to identify the faulty switch. The paper [22] monitors low order harmonics in-

troduced by faulty switching due to poor solder bonding to determine whether solder fatigue

exists. [23] uses a measure similar to the equivalent resistance of a phase in order to detect

the presence of a fault with the measured currents and voltage commands. Semikron devel-

oped a simple circuit in [24] to determine whether a bond lift-off was worsening or had lifted
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off completely. The work [25] also uses an external circuit to measure the on-state resistance

of the devices in order to detect whether a fault is taking place. In [26] intermittent misfiring is

represented as pulses in the machine model and is manifested in the torque-producing com-

ponent of the machine current. The paper [27] determines whether an open-circuit of a device

is occurring by monitoring the VCE of the lower switch.

4.1.2.2 Prognosis

Prognosis is the study which seeks to determine the time until the final catastrophic failure, as

well as the probability of it occuring and worsening, for a particular fault. Ideally, a prognostic

method would be able to determine the amount of time or cycles that the device has before

the fault becomes substantial and catastrophic failure occurs. [28] measures the gate current

required to operate and is able to build a predictable failure model with this. This does however

require expensive sensing which is not typically in place in an inverter. By doing power cycling

testing and observing the VCE quantity at each cycle, [3] was able to determine a pattern for

change in VCE that could be used to predict failure of an IGBT.

4.1.2.3 Fault Tolerant Design

Fault-tolerant design is the design of a system such that the system is resistant to failure. Re-

dundancy is the typical example of this with multilevel inverters in [29–33]. But as this work

seeks to leave the inverter intact, this reliability tool will not be investigated.

4.1.2.4 Fault Mitigation

Mitigation is the change in operation, such as operating at a lower power, in order to allow for

some limited operation in the presence of a fault. Fault mitigation is typically applied to the

aforementioned redundant topologies, since there are IGBTs that can operate in place of the

failed IGBTs. Again, this work focuses on diagnosis and prognosis, so this is not investigated.

The state of the art of remedial strategies is discussed in [2].
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4.1.3 Aim of This Work

This paper determines the effect of inverter nonlinearities on an example condition monitor-

ing scheme of an inverter. The method both diagnoses the existence of a fault, determines its

severity, and determines how much remaining life exists in the inverter. There are two main

goals: improving prognosis with the study of nonlinearities, and improving diagnosis with this

study. With this, the first task is to find a method which accurately determines the existence of

a fault and its severity. This is done by finding a relationship between the device characteristics

and the fault status, as well as the phase voltage harmonics and the fault status. The study of

inverter nonlinearity can improve this by estimating the fault level directly, or improving a more

traditional method. With diagnosis complete, the prognosis portion of the work begins. With

the relationship between the device characteristics, operating cycle and fault status, the paper

finds a prognostic model which can estimate the remaining useful life of each device. This is

improved upon using the aforementioned diagnostic methods. The benefit of these diagnostic

and prognostic methods is that they can find the fault status and remaining useful life of every

IGBT and diode in the inverter given an accurate model. This does not average values or view

a phase as one unit. This means one could see a small difference in one device, and possibly

service the part or operate in a limited capacity.

4.1.4 Outline

The paper is organized according to the various methods used in the condition monitoring. The

structure is given by the following:

• Section 4.2 discusses inverter modeling, both the nonlinear voltage and fault modeling.

Additionally, the experimental implementation of the bond wire lift-off is discussed.

• Section 4.3 discusses the diagnostic procedures performed in this paper: characterization

and classification of fault into discrete fault levels.

• Section 4.4 discusses the chosen reliability model. Additionally, it introduces the rela-

tionship between the fault progression and the device characteristics. It then discusses
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the prognostic approach using the chosen reliability model.

4.2 Inverter Modeling

4.2.1 Relationship Between Fault and Measured Quantities

In order to determine the type of fault that exists based upon the characterization data or other

methods, a relationship between the fault and the measured quantities must be understood.

The measured quantity here is VCE, and the saturation region voltage, VCE,sat, is of interest given

that the resistance is to be found to detect a fault. In the saturation region of the device, the volt-

age can be represented by the different contributions from the various device effects in equation

(4.1) [34]. There are four contributions to the total forward voltage in the saturation region:

1. The junction drop (Boltzmann approximation)

2. the voltage drop across the lightly doped storage region

3. the voltage drop over the space charge region

4. the ohmic voltage drop due to the bond wire

VCE,sat = Vp+n- +VB +VMOS +Vbondwire (4.1)

In the junction voltage drop, the ni is the intrinsic carrier concentration, VT is the MOS-gate

threshold voltage, and px1 and px1 refer to the excess carrier concentrations at the p+ side and

p-body side, respectively.

Vp+n- = VTln

(

px1px2

n2
i

)

(4.2)

The drop over the lightly doped storage region depends upon the collector current IC, the

doping concentration in the drift region NB, the silicon area ASi, the excess carrier concentra-

tion p(x), the electron mobility µn, and the hole mobility µp.

VB =
IC

q ASi

∫W

x=0

d x

p(x)(µn +µp) +µnNB
(4.3)
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The voltage drop over the space charge region depends upon the aforementioned excess

carrier concentration in the p+ body side and K, a large constant given by the semiconductor

manufacturer.

VMOS = {
0 if px2 > 0,

K px2 if px2 < 0.

(4.4)

Finally, the bondwire voltage drop is the ohmic drop due to the wires bonded to the semi-

conductor. This depends upon the resistance and temperature coefficient of resistance at 20 ◦C

as well as the measured temperature θ.

Vbondwire = ICR = ICR20 (1 +α20(θ−20)) (4.5)

4.2.2 Chosen Example: Bond Wire Lift-Off

Because the bond wire lift-off is the most common failure mode [1], this failure mode will be

the principal concern of this paper. The lifted bonds can clearly be related to the equation for

forward voltage, especially the resistance equation given in (4.5). Here, the resistance is clearly

shown in relation to the output voltage. Vbondwire is however not the only voltage quantity that

depends upon the current, since the term VB has this dependency, too. It is assumed that the

resistance term dominates the drop over the lightly doped storage region.

With this information, it is necessary to build a simple bond lift-off model which can be

used to show the benefits of the study of inverter characterization and the study of nonlineari-

ties. Given that the resistance can be used for the bond wire lift-off, the voltage equation which

depends upon resistance is used. The chips have a structure where each chip’s emitter has

multiple bond wires attached to it, while the collectors are usually connected at the chip-level.

These connectors form a parallel connection between the external emitter connection and the

chip with a resistance of Ri/m where m is the number of wire bonds connected to the chip. This

means that as each connector breaks, the resistance increases. Furthermore, it is typical for dif-

ferent chips to be connected in parallel, but this does not change the fact that the resistance
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Figure 4.1: An IGBT with bond wires and their resistance with added fault resistance.

Table 4.1: Experimental observations for diagnostic and prognostic nonlinearity evaluation.

fault Freq Hz IRange,lin A IRange,non A

Nom 60, 120, 180 0,10 . . .40 50,75 . . .150

f1 60, 120, 180 0,10 . . .40 50,75 . . .150

f2 60, 120, 180 0,10 . . .40 50,75 . . .150

f3 60, 120, 180 0,10 . . .40 50,75 . . .150

f4 60, 120, 180 0,10 . . .40 50,75 . . .150

depends on the m term, representing the number of bonds for all chips which are parallel in

a given phase. Bonds may partially break before finally lifting, but the effect of this is left for

future work; partially lifted bonds are discussed in [1, 35, 36].

4.2.3 Imposition of Artificial Faults for Simulations and Experiments

Experiments are performed by controlling current in an induction machine using the SEMIKRON

inverter.

Experiments are conducted by applying currents of different magnitudes and frequencies;

this is done for different fault levels by adding a resistor in series with one of the phases as in

Fig. 4.1. The resistors placed in series are given by Table (4.3).
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Table 4.2: Experimental resistances added.

Nominal Short 3/3 2/3 3/3

Rfault 0 m Ω 4 mΩ 13 mΩ 17 mΩ 24 mΩ
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Vfw

Figure 4.2: Waveforms showing a generalized semiconductor nonlinearity are given as its VI

characteristic and the linear approximation to this with its equivalent parameters; this is the

key characteristic for a device. The nonlinear and linear region points are shown.

4.3 Diagnosis

Diagnosis is first performed with characterization, for a typical, off-the-shelf classification case,

and then for the typical diagnostic procedure considering the device nonlinearity. It is possible

to estimate the resistance by inverter characterization, and with accurate enough characteriza-

tion, this suffices. This is done by determining the relationship between the voltage and current

of the devices in the inverter, and then the equivalent resistance in the saturation region of the

device. However, if one is unable to characterize the inverter online, another method can be

used to detect fault severity. This could occur if only the phase voltage instead of the phase to

negative DC link voltage measurement is not available, a requirement for characterization of

each device. A typical method uses the harmonics which the device characteristics depend on;

this is possible because they change with respect to the parameters, and therefore fault level.

The harmonics are determined with the fast Fourier transform, which estimates the harmonic

content and exports frequency data in the form of coefficients for use in diagnosis and classi-

fication. A typical fault classification method uses the harmonics directly. With harmonic data

from faulted inverters, a classifier can be used to determine the direct relationship between

harmonics and the number of lifted bonds. This method should be able to classify a bond lift-

off from other possible effects, such as heating of the entire IGBT module during operation.
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This method can be enhanced if the inverter is initially characterized offline, since training the

classifier with only linear values can improve the classification percentage.

4.3.1 Characterization Diagnosis

Measuring the resistance of the devices directly will allow for the diagnosis of bond wire lift-

off faults, because this would allow measurement of the effect of bond wires lifting, and the

resistance increasing. This is done by measuring the linear range of the V-I characteristic of the

device, and therefore the resistance, as is given in Fig. 4.2. Doing this, accurate information

about the fault is found. Overall, with the ability to determine the V-I characteristic of all of the

devices in an inverter, it is possible to determine whether bonds have lifted off in any of the

devices.

Practically, this is carried out with the procedure in Fig. 4.3, which can determine the char-

acteristics of each device in an inverter. This is done by measuring the current and phase voltage

with respect to the negative DC link voltage, given in Fig. 4.4. Using the case of phase A with

positive current, the top IGBT and bottom diode can be characterized. When the current is pos-

itive and the IGBT is conducting, when the voltage of the measured PWM waveform is near the

DC link, the IGBT voltage at that given current can be found by solving for a in the equation in

Fig. 4.4, where vs is the voltage measurement with the sensor placed across the phase to the

negative DC link. When the diode is conducting, and the measured voltage of the sensor is near

zero, the diode voltage is the negative of the measured voltage. With an AC waveform, if these

calculations are performed to find the device voltages during each PWM period, the entire cur-

rent range information can be measured, which results in the plots in Fig. 4.5. The plots in Fig.

4.5 give the voltage and current relationship for the entire range when a balanced three phase

sinusoidal current with a magnitude of 140 A is applied to each phase of the inverter. Each of

these plots contains the information to calculate the resistance in each fault case by determin-

ing the slope of these waveforms in the linear region. By determining the equation of the linear

approximation to the nonlinear curve, as is shown by the dotted line in Fig. 4.2, the forward

voltage and equivalent resistance is found. The result of this test for the top IGBT and bottom
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Figure 4.3: Characterization method used to determine the voltage and current relationship of

inverter devices.

diode of phase A are given in Table 4.3. Using this information, it can be seen that the different

resistances added to simulate the fault are clearly detected.

Table 4.3: Linearization of device nonlinearity with added fault.

Healthy fR0 fR1 fR2 fR3

Rfault,d 5.7 mΩ 11.5 mΩ 17.2 mΩ 20 mΩ 26.4 mΩ

Vfault,d 0.85 V 0.71 V 0.70 V 0.66 V 0.67 V

Rfault,i 5.7 mΩ 10.4 mΩ 18.7 mΩ 19.8 mΩ 27 mΩ

Vfault,i 1.53 V 1.86 V 1.52 V 1.87 V 1.77 V

4.3.2 Linear Discriminant Classifier

A second type of classification is achieved using the Linear Discriminant Classifier (LDC). The

LDC is initially trained with a set of features. In each set of features, the amount of resistance
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Figure 4.4: The phase A half bridge of the inverter, showing the sensor connection. The purpose

of this figure is to demonstrate the paths of current, and how they relate to the voltage measured

by the voltage sensor.
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Figure 4.5: Experimental results of device characterization under different fault levels.

is known, and this is used to train the LDC. The LDC works to maximize the statistical sepa-

ration between the different fault cases by computing a set of coefficients for the features, and

maximizing the coefficients for that class. Thus, when an unknown is tested, whatever linear

discriminant function is the largest determines how it is classified. The discriminant function

is defined in equation (4.6).
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Figure 4.6: An IGBT with bond wires and their resistance.

DC(x) = x1α1C + x2α2C + . . . + xkαkC +α1C k = 1,2, . . . ,C (4.6)

Note that C is the number of classes, x is the feature vector, αkC is the feature k^th coefficient

for the class C. A feature vector is classified as class j if the discriminant function for one class is

greater than the discriminant function value for all of the other classes as in equation

D j(x) > Dk(x), k 6= j (4.7)

Instead of using the effect of the bond wire lift-off on resistance directly as in the character-

ization approach, the classifier uses multiple training cases to be able to determine the state of

a device of unknown fault level. This is done by gathering spectral information, generating the

fast Fourier transform coefficients, and training for test cases where the fault severity is known.

The most discriminative frequencies, or features must be chosen. The change in fault level, or

here resistance, is represented by the breaking of wire bonds, here assuming for discussion only

that there are four wire bonds per phase as in Fig. 4.6. Therefore the nominal has four attached

and thus a resistance of Ri/(4). When one detaches the resistance becomes Ri/(3), then for each

subsequent detachment the resistance becomes Ri/(2), Ri, and then finally an open when all

bonds break. To get the faulted cases, a resistance is added in series with phase A. The phase A

voltage is then used for the generation of harmonic information. In the experimental case here,

the various resistances in Table (4.3) are added.
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Figure 4.7: Classification algorithm ; the C1 classification step determines whether any fault

exist, while the C2 step determines the severity of the fault.
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Figure 4.8: Paths to failure for bond wire lift-off in one phase of an IGBT inverter system.
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The matlab function cl assi f y is used to train the classifier. All of these cases are then gath-

ered except one of them, one is “left out”. The remaining cases except the “left out” case are

then used to train the classifier. The “left out” case fault severity is then determined using this

trained classifier. Each of the training cases are used to test the classifier found with the other

cases, thus the number of leave-one-out tests possible is equal to the number of observations.

This results in the classifier success rate, or the number of correctly classified values using the

leave-one-out method. The frequencies are chosen to optimize the classification rate by using

the leave-one-out method results. This is an iterative process to determine which frequencies

to use as the features. Doing this with the two-step classification method of Fig. 4.8 results in

the success rate in each step using the leave-one-out method in the first row of Table (4.4).

The classifier is then re-trained with different frequencies, or features with only choosing

the linear operating points from Fig. 4.2. Choosing the linear region points only was decided

to be a plan to improve the classification. The equations defined in section 4.2.1 model the VCE

voltage in the saturation region. To this point, below the linear region, the ersistance concept

has little meaning. It makes more sense to choose points where the resistance is valid, since

this is the main indicator of bond wire lift-off. Using only linear region points should allow for

the monotonic increase or decrease in the distinguishing harmonics; a greater inter-class sep-

aration is the result of this. Doing this, even with fewer observations, the classification success

rate improved 10.6 % in the initial classification phase and 4.09 % in the fault severity classifier.

Therefore the assertion proves to be true, as choosing only the linear range points results in an

improved classification percentage, something which would not be expected under traditional

frequentist theory without considerations of the nonlinear mode.

Table 4.4: Success rates of the two-step fault classifier.

C1 C2

All operating points 80.67 % 73.33 %

Linear operating points 91.25 % 77.42 %
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4.4 Prognosis

For prognosis, once the inverter is thermally and thermal-mechanically modeled, estimating

the thermal cycles with different applied currents is important to estimate the relationship be-

tween thermal cycles and time. This is done for the datasheet thermal model using actual mea-

surements of the voltage drop over the devices with respect to current. This information allows

for the simulation of the device junction temperatures.

4.4.1 Thermomechanical Model

In order to build the prognostic model, the reliability must be estimated. In [1] it is seen that

the temperature cycling is what contributes to the bond wire lift-off failure, as this is thermally

activated. This effect is due to the different coefficients of thermal expansion (CTE), which

induces stress on the bond wire as in equation (4.8), where the α-terms are the CTE for the

respective materials, ´Tj is the temperature cycling range andν is the Poisson ratio for the device

in the elastic range.

εtot =
(αAl −αSi)∆T −n

j

1−ν
(4.8)

With uniform temperature cycling (constant amplitude), this results in the estimated num-

ber of thermal cycles to failure being Nf ∝ ǫ−αtot , and with equation (4.8) this is Nf ∝ ´T −α
j

. Using

the Arrhenius relationship from experimentally acquired data, the lift-off reliability in the num-

ber of cycles is given by equation (4.9).

Nf = A∆T −α
j exp

Ea

kBTm
(4.9)

This relationship is used to determine the number of thermal cycles to failure, where A=678000,

α = −5, Ea = 9.89e −20 and kB = 1.38e −23. Knowing the average number of cycles per a given

time period, the failure rate can be found with equation (4.10).

λ(hour )−1 =
(

c ycl es

hour
)

Nf(c ycles)
(4.10)
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4.4.2 Thermal Model of Inverter

It is important to estimate the temperature accurately for use in the thermomechanical model.

Using the information given in the datasheet, the thermal model can be computed with a model

such as [37] for use in equation (4.9). The losses in the switches are given by the datasheet with

respect to the power applied by that phase. This however fails to take into account changes in

the device parameters over time. Knowing the device fault severity accurately allows for more

accurate computation of the losses in the switch. These accurate losses can then be used in the

thermal model from the datasheet of the inverter (SEMIKRON SKiiP 342GDL 120-4DU) given

by Tables 4.5 and 4.6.

Under normal conditions, the power the device delivers to or from the load defines the loss

source. This assumes nominal device resistance. In the faulted mode, the resistance increases

according to the number of lifted bonds. If hald of the bonds are lifted for instance, this trans-

lates to the doubling of the equivalent resistance for the same current. Thus, the losses which

are used in the model will double; the effect on the thermal model is doubled. This study does

just this; the four wire assumption from Fig. 4.6, and the actual resistances are not used. There

are four cases, in number of bonds lifted: none (healthy), one, two, three, and all bonds. The

losses are therefore: nominal power delivered to load, 4/3 of nominal, 4/2 of nominal, 4/1 of

nominal, and 0 with all bonds lifted. Also note that each device does not conduct at all times,

given that the induction machine is driven with an alternating current. Each device in a given

phase conducts roughly a quarter of the time.

In order to run the thermal simulations, a thermal cycling from the ECE 15 + EUDC driving

cycle from the new European driving cycle handbook [38] is used. The cycle translates to 68

thermal cycles per day; the driving cycle has currents applied 34 times, during acceleration or

deceleration, and is performed twice per day. The driving cycle used results in the thermal

profile as given in Fig. 4.9 under different levels of fault from the healthy to complete open

fault assuming that there are four contacts. Using the calculated range of temperatures and

the mean temperature once the inverter has warmed up, the mean time to failure (MTTF) in

thermal cycles calculation can be made, and is shown in Table 4.7.
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Table 4.5: The thermal model from the device losses for the IGBTs, diodes and module.

Rth(j-s)I per IGBT 0.09 K/W

Rth(j-s)D per diode 0.25 K/W

Rth(s-a) per module 0.036 K/W

Table 4.6: The thermal model from the datasheet between the device junctions (j), the sensor

(r) and the ambient (a).

Zth Ri (mK/W) (max vals) τi (s)

Device: 1 2 3 4 1 2 3 4

Zth(j-r)I 10 69 11 0 1 0.13 0.001 1

Zth(j-r)D 28 193 30 0 1 0.13 0.001 1

Zth(r-a) 1.7 24 7.6 2.6 494 165 20 0.03

In any prognostic algorithm, the calculation of reliability is vital. By improving the relia-

bility calculation based upon the characterization of the inverter, the prognostic algorithm is

improved. This is demonstrated in Fig. 4.10, which shows that if the fault severity is not de-

termined in the bond wire lift-off case, as bonds lift off, the error in estimated MTTF is very

large. This is because the thermal model used under faulted conditions varies greatly from the

healthy case, because the equivalent resistance of all of the bonds will increase. Thus, when

inverter characterization is used to estimate the fault severity, the improved MTTF estimation

can be used to change the drive behaviour before catastrophic failure occurs. Therefore, the en-

hanced characterization method along with this thermal model can give a more accurate time

to failure estimate.

Table 4.7: Enhanced MTTF prediction assuming that there are 68 thermal cycles in a day.

Bonds Lifted Tm
◦C ∆Tj

◦C Nf MTTF(Hours)

0 78 88.6 750×103 264.99×103

1 91.2 116.3 76.4×103 26.97×103

2 116.1 171.7 2.3×103 812.91

3 190.8 338.0 2.2 0.776

4 (all) 41.33 5.43 N/A N/A
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4.5 Conclusions

This work improves upon the presently available condition monitoring methods for inverters

by utilizing knowledge of the inverter device characteristics. These device characteristics have

a nonlinear current and voltage relationship, which is exploited to improve both diagnosis and

prognosis of bond wire lift-off faults. The resistance is used as a measure of the number of bond

wires which lave lifted off. With the ability to characterize the inverter online, the inverter de-

vices are characterized in order to determine the resistance and thus the number of lifted bonds.

If only an offline characterization is available, the device characteristics are used to improve the

classification using the linear discriminant classifier. Both methods prove to be effective at de-

termining the fault level, and are an improvement upon other published works. Additionally,

the mean time to failure estimation is improved upon with knowledge of the effect of bond wire

lift-off upon the thermal model. The change in the thermal model under these faulted condi-

tions has not been considered in literature. Knowing the inverter device characteristics, clear

improvements are made to the detection and prediction of progression of the bond wire lift-off

inverter fault.
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(a) Nominal case temperature profile.
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(b) One lifted bond case temperature profile.
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(c) Two lifted bonds case temperature profile.
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(d) Three lifted bonds case temperature profile.

0 250 500 750 1,000 1,250
0

100
200
300
400
500
600

Time (sec)

T
e

m
p

e
ra

tu
re

(◦
C

)

(e) All lifted bonds case temperature profile.

Figure 4.9: Simulated temperature profile under the ECE 15 + EUDC driving cycle.
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Figure 4.10: The mean time to failure estimation for prognosis improvement is demonstrated

by use of the fault diagnostic method.
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