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Abstract

Wireless sensor networks highly depend on the e�cient usage of energy as it represents

a limited but vital resource of sensor nodes. The routing protocol impacts the energy

consumption through the routes that are used to forward data to the destination. Sensor

nodes consume the majority of their energy for data transmission because the actual

energy demand depends exponentially on the distance between the communicating nodes.

Therefore this thesis implements a new routing protocol which is based on LEACH and

extends it with hierarchical clustering allowing multi-hop transmission. Through the

hierarchical multi-hop transmission long distance communication can be realized more

e�ciently. Simulations showed that through this extension sensor nodes dissipate less

energy and the lifetime of the individual nodes as well as the entire network can be

increased. The new protocol revealed signi�cant improvements in wide expanded networks

while in small area networks it remains on a negligible level.
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Introduction

WSN (Wireless Sensor Network) consist of up to thousands of constrained sensor nodes

which are able to organize themselves autonomously. Therefore WSNs face additional

challenges that distinguish them from common wireless networks, though many properties

are similar to the wireless medium. Sensor nodes are typically designed for particular tasks

and equipped with a limited power supply, restricted processing power and memory space.

For most sensor nodes batteries are the only power supply, and in many applications it is

not possible to replace or recharge them. Therefore e�cient use of energy is critical for

de�ning the operational time of the sensor nodes, which impacts the operability of the

entire network. For that reason the improvement of energy awareness is topic of research

for all components of the network. One of these aspects that has been investigated in

recent years is the enhancement of the routing algorithm regarding energy demand. The

characteristics of the protocols strongly depend on the requirements of the designated

application. Thus many proposed routing algorithms di�er greatly in their properties.

1.1. Problem Statement

Sensor nodes consume the majority of energy for data transmission: the critical resource

regarding the network lifetime. Furthermore the amount of power required varies exponen-

tially as the distance between the communicating nodes. Predictably, employing WSNs

over large areas drains batteries quickly and decreases the operational time of the entire

network. The same problem a�ects networks with low node densities. As a result the

possible applications for WSNs are constrained by either network expansion or reduced

battery life. Routing algorithms directly impact this behavior as they are responsible

for organizing node communications and structuring. Moreover algorithms in�uence the

energy demand for data transmission by de�ning how data is forwarded and how paths

are de�ned and maintained. There exists great potential to improve the energy e�ciency
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of WSNs and to reduce the energy that nodes dissipate extending the operational time of

the entire network.

1.2. Motivation

The motivation for this research is the need to de�ne a new energy e�cient routing

protocol for WSN that enables wide network expansion and is able to handle low node

density. The new protocol is based on a combination of existing ideas and new concepts

for hierarchy formation. The initial point of the research is the LEACH (Low-Energy

Adaptive Clustering Hierarchy) protocol which is an accepted hierarchical routing protocol

for wireless sensor networks. Due to the fact that LEACH has some drawbacks, several

extensions of this protocol have already been proposed in order to improve its performance.

Examples include TL-LEACH, which introduces a two-level hierarchy to LEACH and

MR-LEACH adding multi-hop routing to the protocol.

The major enhancement of the resulting protocol is a hierarchical structuring of LEACH

clusters that allows multi-hop transmissions based upon the remaining energy level and

the distances between nodes. Through this structure energy-hungry long distance trans-

missions are replaced by multiple more economical short distance transmissions. Another

important enhancement is the decentralized and autonomous organization of the nodes

that provides the required WSN �exibility. Simulations are used to compare the e�ects of

network expansion, energy consumption and network operation time of the new protocol

with the original one. The new protocol is expected to decrease energy consumption for

data transmission in wide expanded networks, enabling a longer network lifetime.

1.3. Outline

This report is structured as follows: Chapter 2 discusses the requirements and challenges

of wireless sensor networks. Chapter 3 describes the WSN routing protocol LEACH in

detail which serves as a fundament for the new protocol. In chapter 4, the implemented

enhancements of the new protocol are introduced. Chapter 5 describes the executed

simulations and discusses the results and observations. Chapter 6 concludes the work.
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Wireless Sensor Networks

A wireless sensor network is de�ned as a network of numerous sensor nodes performing

speci�ed sensing tasks and exchanging sensed data through wireless communication. As

there is no network infrastructure data transmission is performed by one or many nodes

forwarding data to a destination node, called sink [3]. The sensor nodes are usually

small and cheap devices that are responsible for particular sensing tasks only. In order

to perform application-speci�c sensing, a high amount of sensor nodes is distributed in

a target area. Sensor nodes are equipped with a communication unit for wireless data

transmission, a sensing unit, which can include di�erent physical sensors, a microprocessor

and limited memory to perform preprocessing and calculations. The only power supply

of a sensor node is a battery, which in many application scenarios is not replaceable.

Therefore the extension of network lifetime is one major aspect of research in the area

of sensor networks [8][15]. In general, WSNs share several issues with MANETs (Mobile

Ad-Hoc Networks) but sensor networks are more than just a special subtype of ad-hoc

networks. Thus most protocols developed for ad-hoc networks are not applicable for

WSNs. The reason is that these protocols use concepts and techniques like �ooding,

which do not consider the constrained resources of sensor nodes and the communication

requirements of sensor applications [11][3].

2.1. Characteristics: Wireless Sensor Networks vs. Wire-

less Ad-Hoc Networks

WSNs have several properties and limitations distinguishing them signi�cantly from other

types of wireless networks such as MANETs or WMN (Wireless Mesh Network). The aim

of a WSN is to deliver application speci�c information from a target area. Typically the

focus is not on a single value measure but on the general condition and development in

a target area. Hence multiple sensor nodes can collaborate to achieve better and more
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reliable results. Furthermore there is always a many-to-one tra�c pattern observable in

WSNs as all sensed data is transferred to a de�ned sink. This is another important di�er-

ence to MANETs where nodes communicate mainly according to the one-to-one pattern.

The number of nodes in a WSN typically ranges from several hundred to thousands ex-

ceeding signi�cantly the typical size of MANETs. As the area of network deployment is

limited, a high density of sensor nodes exists in WSNs. This implies also that occurring

events can be detected by multiple sensor nodes. For that reason redundancy and cor-

relation is observable among data sensed by nodes located close to each other. Sensor

nodes are highly constrained by available power, as they typically are battery-powered.

In many applications, it is not possible to replace or recharge the batteries due to the

environment nodes are deployed in. Therefore operability of the entire network depends

on the energy dissipation of the sensor nodes. Nodes also need to be able to con�gure

the network autonomously and handle topology changes caused by either mobile sensor

nodes or nodes running out of energy [15].

Protocols for WSNs need to adapt to these characteristics to ensure an e�cient use of

the constrained resources. Furthermore, reducing overhead, adjusting to the data-centric

approach of data forwarding and the many-to-one approach are important issues for proto-

cols in WSNs. Unlike in MANETs, nodes do not compete with each other for bandwidth;

nodes in WSNs cooperate in order to provide related data to the application. Trans-

mission delay and data throughput are usually not the major metric for WSNs. As all

network nodes depend on batteries the e�cient usage of energy becomes one of the most

critical tasks in WSNs. The lifetime and operability of the entire network depends on the

way of energy consumption of the sensor nodes [9].

2.2. Applications of Wireless Sensor Networks

As a result of the availability of low-cost sensors with wireless networking capabilities and

the support of fast and easy deployment in various environments, a widespread spectrum

of applications for WSNs has emerged. The following list presents an overview of the

�elds of applications for WSNs [15].

• Monitoring the Environment: WSNs can be used to monitor various environ-

mental parameters. This applies to monitoring the development or behavior of wild

animals or plants as well as to the surveillance of the quality of water or air with re-

spect to pollution, chemical hazards or temperature. Another application is disaster

detection; for example detecting �res in a remote forest.

• Military Applications: Due to easy deployment, the number of applications for
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WSNs in the military context is increasing strongly. Possible applications are mon-

itoring of battle�eld activities or remote detection of biological, nuclear or chemical

attacks. Further WSNs can be used for surveillance of buildings or facilities and for

navigation and coordination of unmanned vehicles.

• Health Care Applications: WSNs can also improve the quality of health care

and reduce the load on sta� for monitoring patients. For example, it can be applied

to monitor the patients' behavior and alert a doctor in case patients need help.

Currently nurses need to enter the room of patients periodically or even stay in

the room to monitor patients. Thus the usage of WSNs makes the work of nurses

and doctors easier. One step further is to connect the sensing of vital signs to

environmental monitoring in order to be able to send an appropriate treatment to

the place of an emergency.

More areas of application for WSN range from industrial process control, surveillance to

a smart home intelligence [15].

2.3. Network Architectures

The application of a WSN de�nes the requirements for protocols and also impacts the

network architecture. Independent from these factors, energy e�ciency remains the most

important factor in�uencing the network lifetime. In general, energy can be wasted or

conserved through measures at all levels of the network from the physical layer through

the MAC and network layer reaching also to the application layer [3]. Due to the di�erent

requirements and constraints of WSNs compared to other wireless networks like MANETs

or WLANs their protocols cannot be applied to WSNs. The reasons are the limited com-

putation power, memory and energy of sensor nodes. Therefore, it is necessary to provide

a separate protocol stack for WSNs. As sensor networks consist of a high number of

randomly spread nodes, network control and management becomes complex and requires

numerous protocols handling tasks like medium access, synchronization, self-con�guration

and routing [14].

Approaches: There are di�erent approaches which can be applied to achieve optimum

network performance. The evaluation of energy consumption of sensor nodes showed

that communication requires the predominant part of the nodes energy. For example,

transferring one bit to destination 100 meter away requires the same amount of energy

as performing 3000 instructions on a microcontroller [10]. Furthermore, it turns out

that data transmission is much more energy demanding than receiving. Moreover, the

energy demand for sending data depends on the distance between sender and receiver;

it increases exponentially with distance. Based on this knowledge, the reduction of the
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amount of data and the distance for data transmission to the sink represents high energy

conserving potential. Therefore network architectures distinguish between single-hop and

multi-hop networks. In single-hop architectures every node transmits sensed data directly

to the sink. This causes high energy dissipation for distant nodes in order to reach the

sink, meaning that these nodes run out of energy early. Contrary to this, multi-hop

architectures use multiple short-distance transmissions via intermediate nodes between

the distant source and the sink. This approach is expected to save energy. Two di�erent

types of multi-hop network architecture are distinguished: �at and hierarchical which are

showin in �gure 2.1 [14].

(a) Flat Architecture (b) Hierarchical Architecture

Figure 2.1.: Comparing a �at and a multi-hop clustering network architecture [14]

• Flat Architecture: The �at network architecture is characterized by the fact that

all nodes provide the capability to forward data of other nodes. There is no speci�c

structure how data is forwarded, but each node is able relay data to a neighboring

node instead of directly transmitting it to the sink. The data gathering is performed

through data-centric routing where the sink sends queries through �ooding [14].

• Hierarchical Architecture: Di�erent from the �at architecture, in hierarchical

networks nodes are arranged in a structure. Commonly clustering is used to setup a

hierarchical structure among the sensor nodes. Inside a cluster one node is selected

to become CH (Cluster-Head). This node is responsible for forwarding data from the

entire cluster to the sink. Furthermore, the CH may process or aggregate the cluster

data, reducing the quantity of data it has to transmit. Due to these additional

tasks cluster-heads dissipate more energy. But it also allows other cluster nodes

save on transmission energy because these nodes only need to transmit over the

short distance to the CH. Therefore it is necessary to rebuild clusters and choose

di�erent cluster-heads periodically to balance load and energy consumption among

all nodes. Otherwise CHs would run out of energy early. The dynamic cluster

setup and e�ective cluster-head selection represents a main challenge in decentralized
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networks. Thus various strategies to solve this issue are introduced in di�erent

routing algorithms. Another di�erentiation among hierarchical strategies can be

made according to the way the CH transmits data to the sink. One way is single-

hop clustering, where every cluster-head transmits directly to the sink independent

from its distance to the sink. Another is multi-hop clustering, where cluster-heads

are able to relay their data through neighboring cluster-heads [14].

2.4. Design Issues in Wireless Sensor Networks

In wireless sensor networks the design and architecture is always in�uenced by the appli-

cation. On the other hand the architecture has a strong impact on the performance of

protocols and on the network lifetime. The key issues are the following:

• Network Dynamics: The majority of applications get by with stationary sensor

nodes that remain at the same place for the whole network operation. But for some

applications mobility of sensor nodes or the sink is required. Moreover, monitored

events might be static or dynamic. Dynamic events like target tracking require

periodic transmission to the sink. To the contrary, monitoring of static events like

�re detection in a forest only requires a reactive transmission whenever events are

detected. In general, mobility increases the complexity of routing and network man-

agement signi�cantly. Algorithms have to consider mobility and handle changing

external factors like interference and noise on the wireless channel [1][14].

• Network Deployment: The topology of a WSN depends on the deployment of

nodes but it strongly in�uences the performance and e�ciency of protocols. Typ-

ically sensor nodes are deployed in a random or ad-hoc manner. Therefore it is

necessary that nodes are self-organizing and self-con�guring to dynamically set up

a working network. As nodes are not distributed uniformly the network needs to be

organized or structured through methods such as clustering to ensure connectivity

and energy awareness in the network. The second possibility is a deterministic de-

ployment, where every node is assigned to a �xed position and paths between nodes

are de�ned in advance. The deterministic approach produces less control overhead

but it is not adaptable to changes and can only be used for few applications. Hence

handling random topologies is more complex and produces more overhead but it is

more �exible and simpli�es the deployment [1][11].

• Energy Considerations: The energy dissipation for data transmission is related

to distance between nodes. The demand for energy may increase also with obstacles

in the transmission range of the sensor nodes. Data transmission can be done in a

multi-hop or single-hop manner. Using single-hop transmission every node directly
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sends the data to the target or sink node. This is a simple method which is applicable

only for networks with a small expansion or a low node density. On the other

hand multi-hop architecture utilizes several intermediate nodes to forward the data

through short distance transmissions. Through the usage of multi-hop transmission

wider ranges can be covered more e�ectively. The disadvantage of multi-hop routing

is the overhead produced by the route management and maintenance [1][14].

• Data Delivery Model: There are four primary data delivery models for wireless

sensor networks: continuous, event-driven, query-driven and hybrid. Continuous

data delivery implies periodic data transmission from the sensor nodes to the sink.

Event-driven and query-driven delivery is triggered by an occurring event or by a

query of the sink. In some networks a hybrid of continuous and event-driven or

query-driven delivery model is implemented. The selection of the data delivery

model is related to the application but it in�uences also the stability and energy

consumption of a routing protocol [1].

• Node Capabilities: Sensor networks either consist of a homogenous or a hetero-

geneous set of nodes. In a heterogeneous network, nodes may be equipped with

di�erent resources or sensing capabilities. Therefore it is reasonable to assign more

powerful nodes with more complex and energy demanding tasks like routing or ag-

gregating. In contrast in homogenous networks all nodes possess the same resources.

Therefore homogenous nodes distribute tasks evenly among each other in order to

achieve balanced energy consumption. The heterogeneity of nodes increases the

complexity of routing as not all nodes are able to perform the same tasks [2][1].

• Data Aggregation: Sensor nodes located near to each other frequently gener-

ate redundant data when sensing the same events. In order to reduce the number

of required transmissions nodes perform data aggregation using functions like sup-

pression, min, max or average. This is based on the fact that data transmission

represents the most energy consuming task of sensor nodes. Therefore data aggre-

gation is a method to optimize the tra�c, save energy and extend the operation

time of the network [1].

• Sink Con�guration: A sink is a node that collects all sensed data from a WSN.

Particular applications require either one or multiple sinks in a network, which may

be stationary or mobile. A single stationary sink is easy to manage but causes

hotspot e�ects. These occur when the nodes nearest to the sink are used frequently

to forward data and therefore consume more energy which shortens the lifetime of

these nodes. Mobile sinks balance the load for relaying on many nodes as they

move but also complicate network control. The advantage of multiple sinks is load

balancing network tra�c and avoiding hotspot e�ects [14].
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The LEACH Protocol

LEACH is a cluster-based, application-speci�c WSN protocol designed for monitoring

the environment. Its aim is to make nodes self-organizing by using a randomized cluster

formation. Further it is able to preserve energy on applying low-power transmissions

and data-processing for reducing data to transmit. The data-processing employed by

LEACH is an aggregation of sensor node data. Sensor nodes deployed in the same area

sense highly correlated data because these nodes are exposed to the same environmental

events. Therefore data sensed in a cluster can be aggregated without losing important

information and the amount of data transmitted can be cut down to a minimum. In

combination with the assumption, that data-processing is less power demanding than

communication signi�cant energy savings can be achieved [5].

3.1. General Protocol Flow of LEACH

In general the operation of LEACH is split into rounds consisting of two phases each. Ev-

ery round starts with a setup-phase, which de�nes clusters for the entire round. Therefore

all nodes calculate the probability to become cluster-head and some nodes declare them-

selves CH for the round. All nodes that remain non-cluster-heads determine the nearest

cluster-head and join the cluster of that node. The second phase is called steady-state

phase and represents the actual communication. The steady-state phase itself is split into

frames. During each frame all cluster-nodes send data once to their CH. The cluster-head

is responsible to collect data from all nodes in its cluster, perform data aggregation and

transmit the resulting data to the base-station at the end of every frame. Figure 3.1

illustrates the timeline of LEACH consisting of several rounds. Each round starts with

the setup-phase represented by the white �elds. The steady-state operation consists of

multiple frames. The cluster-head is also responsible for managing the communication

inside a cluster. As the data exchange within clusters is organized though TDMA (Time

Division Multiple Access), the CH creates and distributes a schedule de�ning a time slot
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Figure 3.1.: Timeline of LEACH [5]

for every node. Based on the schedule nodes are able to determine the exact time when to

send data to the cluster-head. In the meanwhile nodes remain in sleep state and thereby

save energy. Due to this distribution of tasks the cluster-heads consume more energy

than ordinary nodes. In order to prevent CHs from draining the battery early, the role

of the cluster-head is changed every round. The aim of this approach is to distribute the

power dissipation evenly among all nodes of the network and thereby extend the complete

network lifetime [5].

3.2. Cluster Formation Phase

The cluster formation in LEACH is a decentralized process and de�nes clusters for a

round. At the beginning of each round every node decides independently whether or not it

becomes cluster-head. No additional communication between nodes and the base-station

or other nodes is necessary to de�ne the cluster-heads. Therefore the nodes calculate the

probability of becoming CH for round k + 1 which starts at time t as shown in equation

3.1. This process intends to distribute the time being a cluster-head equally among all

nodes in order to spread energy consumption evenly and keep all nodes alive as long as

possible [5].

Pi(t) =


k

N−k∗(r mod N
k )

: Ci(t) = 1 was not CH

0 : Ci(t) = 0 was CH within the last
(
r mod N

k

)
rounds

(3.1)

The expected number of cluster-heads per round is de�ned as k. Further N represents

the total number of nodes in the network. Consequentially every node is intended to

become cluster-head once within N
k
rounds. Hence nodes may select themselves only as

CH that have not been cluster-head within a period of r mod N
k
rounds. Applying this

probability avoids unbalanced power draining due to nodes becoming cluster-head with

di�erent frequency. k is de�ned based on the assumption that every node transmits data

within every frame and nodes are equipped with equal starting energy. Equation 3.2

outlines the derivation of the expected number of CH in order to achieve an roughly equal

level of energy at all nodes after N
k
rounds [5].
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E [#CH] =
N∑
i=1

Pi (t)

=

(
N − k ∗

(
r
N

k

))
∗ k

N − k ∗
(
r mod N

k

)
= k

(3.2)

Moreover the equations suppose that all sensor nodes provide sensor data to transmit in

every frame, which means that every node sends the same amount of data. Only in this

case the even distribution of the probability for becoming CH is reasonable [5].

The expected number of CHs in a WSN can be optimized in order to reduce the energy

consumption. The analytical estimation of an ideal k depends on the used energy models

and the network topology. For LEACH the network area is de�ned as a M ∗M square

containing N uniform distributed sensor nodes. Another important factor is the location

of the BS (Base-Station) which is de�ned to be outside of sensor area. The fundamen-

tal energy models are the Free-Space model and the Two-Ray Ground Re�ection model

presented in 4.2. Based on these models and the assumptions mentioned here, [5] proved

that for an example with N = 100 nodes and M = 100 meter 5 isthe ideal number of CH

[5].

The process of cluster formation starts with nodes de�ning themselves as CHs according

to the probabilities described in equation 3.1. In order to set up clusters every designated

CH broadcasts an advertisement. The new CHs send this message with a transmission

power high enough that every node can receive it, using CSMA (Carrier Sense Multiple

Access). This method eliminates the hidden terminal problem and at the same time

ensures that all nodes are able to �nd a CH. The high transmission power required for

the advertisement is not critical regarding the nodes total energy dissipation because

the advertisement is a short message transmitted only once in a round. All non-cluster-

head nodes collect all advertisements of the CH and store the ID of the potential CH

locally. Additionally nodes determine the distance to a CH, thereto the nodes evaluate

the signal strength of the received advertisements. This method of distance estimation

is only possible when propagation channels are symmetric. The nodes select the best

CH which is the one located the nearest to the node, as the lowest amount of energy

for data transmission is required. Because of the used method to estimate the distance

from the signal strength, it is also possible that a CH physically further away from a

node is a better choice than another CH nearer to the node where the transmission is

interfered by obstacles or environmental factors. After deciding for a CH a node must

inform the chosen CH that it joins the cluster. For that reason all ordinary nodes send a

join-request (join-REQ) packet using also the CSMA protocol to the selected CH. Even
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though nodes are aware of the required transmission power to reach the CH they use the

high transmission power for sending the join-REQ message. It turned out that is more

energy-e�cient sending also this short message with high power instead of using other

access methods like RTS-CTS to avoid collisions and hidden terminals. When the CHs

receive join-REQ packets clusters are �xed for the entire round. As the CH is responsible

for coordinating the communication within its cluster it de�nes a TDMA schedule and

sends it to all cluster nodes. The schedule de�nes sending slots for each node in every

frame. Nodes can go to sleep mode and turn o� the radio unless they are in the sending

slot and as a result save energy when they are not intended to communicate. This step

�nalizes the set-up phase and initiates the steady-state phase [5].

An schematic overview of the steps in the cluster-formation phase of LEACH is presented

in �gure 3.2.

Figure 3.2.: Steps of the cluster-formation phase [5]
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3.3. Steady-State Phase

In the steady-state phase nodes perform sensing and transmit data to the BS. The phase

is split into frames, each frame contains a sending slot for every cluster node. The length

of a frame depends on the number of nodes in a cluster. The slot time reserved is constant

for all nodes. The decentralized cluster setup algorithm does not guarantee that the actual

number of CHs each round corresponds with the expected number of k. The algorithm

neither ensures CHs being spread evenly in the sensing area. This implies that the number

of nodes in a cluster may vary strongly and with it the length of a frame and the number

of frames in one round. Basically CHs remain in receiving mode for the duration of a

complete frame and collect data of all nodes in their cluster. At the end of each frame

CHs perform data aggregation and afterwards transmit aggregated data directly to the

BS applying CSMA(see chapter 3.4). CHs may be located anywhere in the network, also

on the far other side of the network area than the BS. Therefore it is possible that data

transmission to the BS requires a high amount of energy and drains batteries of CHs fast

[5].

The communication within a cluster operates with TDMA, which is collision free, accom-

plishes low latency and provides e�cient bandwidth and energy usage. In general CHs

create a schedule that de�nes the order of the cluster nodes transmitting data to their

CH. Every frame passes through the schedule once, and after the last node CHs perform

data aggregation and transmit data to the BS [5]. Figure 3.3 illustrates the structure of

two frames in a round.

Figure 3.3.: Structure of frames in LEACH [5]

However, this method does not consider surrounding clusters communicating at the same

time. Due to a low physical distance it is possible that the intra-cluster communication

(node to CH) interferes with communication in neighboring clusters. Collisions may occur

and corrupt the data transmitted making it unusable for the receiver. A solution for this

problem is DS-SS (Direct-Sequence Spread Spectrum). In fact, the approach implemented

in LEACH is called transmitter-based code assignment which refers a unique spreading

code to each cluster. All nodes in a cluster use this spreading code for transmitting data to

the CH. In order to receive data properly the CH correlates the incoming signal with the

spreading code. Nodes receiving signals from nodes of other clusters that used another

spreading code perceive these signals as noise. Therefore nearby data transmission of
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other clusters does not interfere or corrupt the communication of surrounding clusters.

Additionally cluster nodes adopt the sending power to their distance to the CH helping

to save energy but also reducing the overlapping transmissions. The advantage of this

approach is the simpli�ed �ltering of received packets based on one spreading code for

the CH despite reducing the number inter-cluster collisions to a minimum [5].

The communication between CHs and the BS utilizes CSMA incorporating a �xed spread-

ing code. Therefore CHs must sense the medium to ensure the wireless channel is free

before starting to transmit. In case a node detects the channel to be occupied it must wait

until the channel is free again and an additional random delay to avoid multiple nodes

starting to send simultaneously. The spreading code is also used to ensure the CH-to-BS

transmission not interferes with any other intra-cluster communication happening at the

same time [5].

3.4. Data Correlation and Aggregation

There are essential di�erences between data exchanged in typical wireless networks such

as MANETs or WLANs and data in WSNs. In typical wireless networks it is important

to transmit individual packets as these data is usually part of one-to-one tra�c. In

contrast in WSNs all network nodes perform a common application. Thus not single sensor

values are crucial but the evaluation of the development of sensed values. As LEACH is

designed for monitoring applications with periodic sensor updates the user needs to be

informed about events that occur concluded from the evaluation of sensor values. For that

reason methods of data aggregation are applied to convert a large amount of individual

sensor data into less but meaningful data. Data aggregation and data fusion improves

also the quality of the data as it eliminates outliers and produces more reliable results

emphasizing communalities out of multiple unreliable sources. The aggregation of data is

either performed at the BS as it is a central point that collects all data or locally at the CH

for each cluster. Calculations to determine the suitable type of data aggregation for a WSN

depends on the fundamental energy-dissipation models for processing and communication

of the sensor nodes. When considering the assumption, that data processing requires

essentially less energy than data transmission the use of local data aggregation at the

CH becomes reasonable. The aggregation of data at the CH reduces the amount of data

transmitted to the BS and therefore saves energy at the CH [5].

Beamforming is a common algorithm for data aggregation. It combines the signals of

multiple sensors using a weighting �lter. The function of weighting �lters is to optimize

characteristics of the data such as the MSE (Mean Squared Error) or the signal-to-noise

ratio. Several algorithms to determine suitable weighting �lters exist, for example the LMS
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(Least Mean Square) error approach or the maximum power beamforming algorithm. In

principle these algorithms di�er in the provided tradeo�s between data quality and energy

saving. In general the choice of the weighting �lter depends on the application speci�c

requirements for the WSN as no ideal solution exists [5].

In order to perform data aggregation without losing signi�cant information data needs

to be correlated. In WSNs sensor nodes are frequently randomly distributed in the area

of interest. Typically the node density in a network is high causing multiple overlapping

sensing areas. Hence occurring events are detected by more than one sensor nodes. The

beamforming aggregation in LEACH assumes that events are detectable within a 2p dis-

tance. This implies that in a cluster with a diameter less than 2p sensed data correlates

allowing to perform aggregation with the ratio of L:1 (L represents the number of nodes

in the cluster) [5].



4

Extensions of LEACH

The analysis of the original LEACH protocol and existing extensions initiated the idea of

creating a new extension of LEACH. The aim of this new protocol is to overcome some

drawbacks and weaknesses of the original protocol. The major change is to enable the

CHs to set up a distance-based multi-hop hierarchy, therefore the new protocol is called

DBH-LEACH (Distance-based Hierarchy LEACH).

The modi�cations introduced in this thesis are based on the original LEACH protocol as

de�ned in [5]. The implementation of the extensions employs code of LEACH for ns-2

(Network Simulator Version 2) provided by the MIT uAMPS (Micro-Adaptive Multi-

domain Power-aware Sensors) project [6]. The objective of the extensions is to improve

the network lifetime and the supported network expansion of LEACH by adding the

capability to create multi-hop hierarchies for data transmission. The e�ects of the changes

are evaluated through simulations.

4.1. Hierarchical Cluster Formation andMulti-Hop Trans-

mission

This section presents enhancements in the cluster-formation phase made in DBH-LEACH

in order to enabled CHs to build a hierarchical structure among each other. The aim is

to save energy on the required transmission power for direct data transmission between

CHs and the BS. Due to the CH selection method of LEACH, nodes in the boundary area

of the network are as probable to become CH than nodes in the center of the network.

Consequently, these nodes run out of energy earlier as they require a higher amount of

energy to transmit data to the BS than other nodes nearer to the BS. The relation between

node distance and required transmission power depends on the applied radio energy and

radio propagation model that are described in detail in chapter 4.2.
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In order to enalbe CHs to structure themselves hierarchically new steps and packets are

added to the cluster-formation process of LEACH. The following paragraphs describe

these steps in detail.

4.1.1. Distance-To-BS Advertisement

A fundamental requirement for setting up a distance-based hierarchy is that every single

node is aware of its distance to the BS. Based on this knowledge nodes are able to �nd the

best choice for the next-hop CH and compare it with the distance for direct transmission.

Nodes are able to determine distances only by measuring the signal strength of incoming

packets when they know the transmission power used by the sender. As LEACH does not

use con�rmation packets, nodes never receive packets from the BS and are therefore not

able to calculate the distance to it. The solution of this problem is an additional packet

called Distance-To-BS advertisement. This packet contains only header information and

a �ag declaring it as Distance-To-BS advertisement. The BS broadcasts this packet using

the maximum transmission power at beginning of the network operation. Every node

is intended to receive this packet, determine its clearance from the BS based on it and

store this information. If a node is not able to receive the advertisement it uses the

maximum distance which is de�ned by default. In order to avoid unnecessary overhead the

Distance-To-BS advertisement is transmitted only once in the entire network operation.

This implementation does not consider nodes that join the network later. The distance

information is used for the hierarchy formation as speci�ed in the next sections.

4.1.2. Extended Cluster-Head Advertisement

The CH-advertisement (CH-ADV) is the �rst packet exchanged in the cluster-formation

phase of LEACH. Originally, nodes that have decided to become CH in a round broadcast

this packet containing their node-ID. DBH-LEACH adds information about the distance

of the node to the BS to the advertisement. Moreover nodes append information about

their remaining energy to the CH-ADV packet. This information is intended only for other

nodes that are CH in the same round. For that reason also all CHs have to listen for

CH-advertisements broadcasted by other CHs. When receiving these packets, every CH

maintain lists of all other CHs at this round, their direct distance to the BS, the distance

to this node and the remaining energy of a particular node. Based on this information

nodes can calculate the optimal next-hop node for transmitting data to the BS.
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4.1.3. Determining the Best Next-Hop CH

The next step in setting up a hierarchical multi-hop transmission structure among cluster-

heads is determining the ideal next-hop CH. In a WSN with the conditions stated in ??

the best choice is the node that requires the least amount of energy for transmitting over

the complete path to the BS.

The required power for transmitting data to a destination depends on the distance be-

tween transmitter and receiver. The fundamental radio energy models describing the

relation between distance and transmission power are the Free Space model and the Two-

Ray Ground Re�ection model. These models de�ne, that within a certain boundary the

sending power is proportion to d2. When the distance to transmit exceeds this boundary,

the sending power is proportional to d4 [5]. Both models and relevant calculations are

explained in chapter 4.2.

Based on these models CHs can determine whether it is reasonable to transmit via another

CH to conserve energy. In case there are multiple nodes representing a more energy

e�cient link to the BS than a direct transmission does, the one with the lowest energy

demand for the entire transmission is selected. The decision is based on the energy

required for transmitting to the next-hop node and the energy the next-hop CH needs for

directly transmitting to the BS. This approach does not consider that a next-hop CH may

use another next-hop CH itself. In case the next-hop CH uses another CH for transmitting

data to the BS, the actual energy for the transmission is less than calculated by the other

CHs. One disadvantage of this approach might be, that nodes select a next-hop CH which

performs a direct transmission to the BS that is more expensive regarding energy than

another CH that uses multi-hop transmission itself. Since the cluster formation works

decentralized, every node decides autonomously about the ideal next-hop CH. As DBH-

LEACH is time-synchronized, all nodes perform this task simultaneously which makes it

impossible for CHs to know about next-hop choices made by other CHs and to consider

it in the next-hop selection process.

Energy considerations when making a cluster-head decision: During the develop-

ment of DBH-LEACH the awareness emerged, that multi-hop transmission may have the

side-e�ect of an increased data loss. The reason was that nodes were choosing next-hop

cluster-head nodes with too little remaining energy. Due to the higher energy dissipation

as CH and also as receiver of next-hop messages the node ran out of energy while being a

next-hop CH. As a result, additional to the data of the nodes cluster also all data of those

clusters that employed the node as next-hop CH was lost. Furthermore other CHs are not

able to detect that a next-hop node is unavailable and continue transmitting data to this

node. This happened frequently when the network reached a late phase in its operation

and many nodes run at a low level of energy. In order to avoid losing a high amount of
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information this way, additional criteria for the next-hop CH selection regarding the re-

maining energy of potential next-hop nodes have been introduced. As information about

the energy level of CHs is exchanged through the extended CH-ADV message (4.1.2),

nodes are able to compare the energy levels. A threshold was introduced allowing nodes

only to choose CHs with at least 25% of the initial nodes energy left. Simulations showed,

that below this level it is very probable that these nodes run out of energy during the

next round as a CH.

4.1.4. Joining the Next-Hop CH

When a node succeeded in �nding an appropriate next-hop CH, the node has to inform

this CH about its choice. This is done through the Join-Info packet introduced for that

reason. For the next-hop CH it is necessary to get this information in order to reserve

a spot in the schedule for each of these additional nodes. The placement of the other

CHs in the schedule is a major challenge to make the multi-hop transmission work and is

described in section 4.1.5.

Figure 4.1.: CH2 and CH3 join CH1 as next-hop CH

After successfully integrating all CHs that sent a Join-Info packet into the schedule ,

the next-hop CH responds to these nods with an ACK packet. Figure 4.1 visualizes

the packets exchanged by CH2 and CH3 for joining CH1 as next-hop CH. Nodes that

receive the ACK packet are accepted by the selected next-hop CH. These nodes reserve

a corresponding slot in their own schedules for sending data to the next-hop node. The

ACK packet also contains the number of nodes in the schedule of the next-hop CH. This

number is important for the nodes to ensure the length of their schedules �ts the one of

the next-hop CH. Furthermore it is necessary to make sure nodes are really sending in the

slot the next-hop CH expects to receive data from this node. Otherwise collisions with
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nodes in the cluster of then next-hop CH (CH1) that send according to the local schedule

occur.

4.1.5. Scheduling for Multi-hop Communication

The entire communication within a cluster is de�ned by a TDMA schedule created at the

beginning of each round. This schedule de�nes an order of all nodes in a cluster. Based

on this order every node is able to calculate the time when it is expected to transmit data

to the CH. Nodes can go into sleep mode to save energy until this time. This is one of the

signi�cant advantages of TDMA. At the same time the schedule represents a disadvantage

when trying to introduce additional communication [13]. Usually CHs expect to receive

data from all of their cluster nodes following the order in the schedule, providing a �xed

time slot for every transmission. After running through the schedule once and receiving

one set of data of all cluster nodes, aggregated data is transmitted directly to the BS. In

order to enable CHs to transmit data to a next-hop CH this next-hop node must expect

to receive data from these nodes and reserve a slot in its schedule for all previous-hop

CHs. Even though next-hop transmissions replace sending to the BS, it is not possible

to perform them within the same time slot. There are several reasons for this. First,

the communication with the BS uses CSMA because there are only few nodes that need

to transmit data to it and these nodes are sending after di�erent time periods. Second,

CHs receive data from tightly sending nodes, hence any additional transmission causes

collisions. Third, the number of nodes within a cluster may vary excessively. As a result

the CHs reach the slot for transmitting to the BS at di�erent times and frequencies. In

order to establish a working communication between CHs, the next-hop CH must expect

receiving data from another CH in the same slot as the previous-hop CH sends data to

the next-hop CH. Therefore both have to provide an additional slot in their schedule for

the next-hop communication, which includes following steps. As soon as the node sends

a Join-Info packet indicating that it wants to use a certain CH as next-hop, both nodes

must reserve an additional time slot at the same position of their schedule for the next-

hop transmission. Preventing additional communication for de�ning this slot the position

is selected according to something unique and commonly known, in this case the unique

spreading-code of each CH was chosen. The spreading-code can be determined by every

CH due the complete list of all other CH it keeps. Figure 4.2 illustrates the allocation of

the slot in the schedule of both sides of a multi-hop transmission. In this example CH3

with the spreading code 3 selects CH1 as its next-hop CH. Both reserve the slot with the

index 3 in their schedule for CH3 transmitting to CH1. The node that originally possess

this slot and all following nodes are pushed back to the next index.
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Moreover it is crucial to consider the di�erent number of nodes in both schedules. Other-

wise nodes become desynchronized after the �rst round. The CH with the lower amount of

nodes in its cluster starts the second round earlier than its counterpart with more cluster

nodes. To avoid this it is necessary to ensure both schedules remain synchronized. Two

cases can be distinguished: Either the lower level CH (CH3) or the next-hop CH (CH1)

has more nodes in its cluster. In case the lower-level CH is the one with less nodes in the

cluster the schedule is simply �lled up with dummy-nodes to meet the amount of nodes

of the next-hop CH. When the situation is the other way around the lower-level CH adds

dummy-nodes to �t a multiple of the size of the next-hop CH schedule. In this case the

lower level CH sends only every n round to the next-hop CH in the other rounds the slot

of the next-hop CH schedule remains unused.

Figure 4.2.: Schedule extended by DBH-LEACH

In order to be able to adopt the schedule length the cluster-sizes are exchanged with the

Join-ACK packet. Ensuring the correct size is used the previous-hop CH which sends

the Join-Info packet to its next hop waits until it receives the Join-ACK before it starts

building the schedule for its cluster.

In this example in �gure 4.2 the number of nodes of CH1 is 7 as transmitted in the

ACK message. The lower-level CH (CH3) has originally 4 nodes in its schedule. For

transmitting to the next-hop node one entry with its own node-ID is added. As the size

of the schedule remains smaller than the size of the schedule of CH1 two dummy-nodes
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(DN) are added to reach the same length of the schedule as in the next-hop node.

4.1.6. Steady-state Phase in the Next-hop Communication

The steady-state phase remains basically as de�ned in LEACH. The only di�erence con-

cerns the transmission to the BS which is not done by CHs that found an eligible next-hop

CH. As explained in 4.1.5 for the next-hop communication an additional slot in the sched-

ule of the sending and the receiving CH is reserved.

4.2. Models and Calculations

Models play a crucial role in network simulations as they de�ne the properties of the

simulated environment. The employed models may also have a major impact on the

simulation results and on the comparability with real world [4].

4.2.1. Radio Propagation Models

Radio propagation models de�ne the characteristics of the radio transmission between

wireless nodes. These models represent the electromagnetic wave propagation on a wire-

less channel in the simulation. Simulations use radio propagation models to determine

the signal strength of incoming packets. Typically the decision whether or not data is

received strong enough to interpret it correctly depends on it. The wireless channel is

in�uenced by the environment and obstacles within the transmission range. In general

there are three e�ects that may occur and in�uence the signal propagation in the wireless

medium. These e�ects are refection, di�raction and scattering, which appear when a sig-

nal hits objects or edges. Despite the awareness of these e�ects, most simulations apply

simpli�ed models [4].

Basically two types of propagation models can be distinguished: large-scale and small-

scale propagation models. Small-scale models de�ne the relationship between transmission

quality and node movement. Large-scale propagation models are used for calculating the

transmission power based on the distance between communicating nodes over a long time.

Fundamental ratios in these models are the RSSI (Received Signal Strength Indicator)

and the path loss. The RSSI is simply de�ned as a threshhold of the signal strength that

arriving packets have to exceed to be distinguishable from noise. The path loss is de�ned

as the di�erence between transmitted and received power. The exact calculation method

depends on the particular propagation model used. ns-2 applies the RSSI on incoming



4. Extensions of LEACH 30

packets. Therefore it compares the RSSI value to a threshold to determine whether the

node was able to receive a packet [4][5][7].

All simulations of LEACH presented here utilize deterministic models which are presented

in this section [7].

4.2.1.1. Free Space Model

The Free Space model is based on the assumption of having a clear line-of-sight path

between sender and receiver without any obstacles in the transmission range [7]. The

calculation of the RSSI is done with the Friss free space equation shown in equation 4.1:

Pr(d) =
PtGtGrλ

2

(4πd)2L
(4.1)

where the variables are de�ned as following:

Pr(d) [J] the receive power for a given distance d

Pt [J] the transmit power

Gt [m] the transmitting antenna gain

Gr [m] the receiving antenna gain

λ [m] the wavelength of the carrier signal

d [m] distance between sender and receiver

L ≥ 1 system loss factor

4.2.1.2. Two-Ray Ground Re�ection Model

The second model applied in this work is the Two-Ray Ground Re�ection model, which

considers both the direct path and ground-re�ection path. In this model the electrical �eld

received (ETOT ) takes both components into account and sums them up [7]. This model

considers multipath fading emerging in case of no direct line-of-sight. In this case the

signal is re�ected by the obstacle or the ground extending the transmission distance and

delaying the arrival time of the signal [5]. Additionally, this model considers the height

of the transmitter and the receiver. Further the received signal strenght is regarded

independent from the wavelength of the carrier signal. For simulations in ns-2 with this

model the height of sender and receiver must be equal. Equation 4.2 shows the relation

between received power and distance de�ned by the Two-Ray Ground Re�ection model

[4],

Pr(d) =
PtGtGrh

2
th

2
r

d4
(4.2)

where hr is the height above ground of the receiving antenna and ht for the height above

ground of the receiving antenna.
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The channel propagation model of ns-2 de�nes the usage of the Free Space model when

communicating nodes are within the crossover-distance dcrossover. If the distance between

sender and receiver exceeds the crossover-distance the Two-Ray Ground Re�ection model

is applied. The crossover-distance is de�ned by equation 4.3 [5]:

dcrossover =
4π
√
Lhrht
λ

(4.3)

4.2.2. Radio Energy Model

The radio energy model de�nes the energy consumption characteristics for sending and

receiving data of a radio. The selection of a radio energy model has a signi�cant impact

on the performance of the protocol applied on it. In this case a basic model is used, which

takes up energy for supplying the radio electronics at both participants of a communi-

cation and additionally requires energy for the signal ampli�cation at the sender. The

required energy for ampli�cation depends on the distance between sender and receiver.

As mentioned in 4.2.1, the crossover-distance de�nes which propagation model applies for

estimating the required transmission power. Based on the Free Space model, the power

for transmitting within the crossover-distance is proportional to d2 while at distances

exceeding dcrossover the Two-Ray Ground Re�ection model applies requiring transmission

power related to d4. In general the transmission power must be set high enough to ensure

a certain signal strength at the receiver, exceeding the threshold Pr−thresh, to be able to

distinguish data packets from noise. The simulations of LEACH and DBH-LEACH are

based on the assumption of an environment with a receiver noise �gure of 17dB2 and a

thermal noise �oor of 99dBm. In order to receive data properly the SNR (Signal-to-Noise

Ratio) of incoming signals may not fall below 30dB. Therefore the threshold for receiving

is de�ned as in equation 4.4 [5].

Pr−thresh ≥ 30 + (−82) = −52dBm = 6.3nW (4.4)

Moreover the required transmission power is de�ned by the following equations which

are derived from the equations for the Free Space model (4.1) and the Two-Ray Ground

Re�ection model (4.2)[5]:

Pt =

α1Pr−threshd
2 : d < dcrossover where α1 =

(4π)2

GtGrλ2

α2Pr−threshd
4 : d ≥ dcrossover where α2 =

1
GtGrh2th

2
r

(4.5)

4.2.3. Data Aggregation Energy Model

The aim of data aggregation in LEACH is to reduce of the amount of data transmitted

through exploiting correlation and redundancy in sensor data. A lower amount of data
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to transmit implies also less energy consumption for data transmission. In LEACH and

DBH-LEACH the CHs are responsible for data aggregation after receiving data from all

cluster nodes and before transmitting it to the BS. In order to perform data aggregation,

calculations need to done which consume energy as well. The actual energy demand

depends on the implemented aggregation algorithm and on the used hardware of the

sensor nodes. Based on experiments with a StrongARM processor the LMS beamforming

algorithm was selected for LEACH [5]. This algorithm turned out to dissipate less energy

than other beamforming algorithms (e.g. Maximum Power) and also to scale linear with

the number of nodes in the network, which is important in sensor networks. Based on

the experiment results, the energy dissipation for performing data aggregation is de�ned

as 5nJ/bit/signal for all simulations [5].



5

Simulations

In order to evaluate the actual e�ects of the enhancements introduced by DBH-LEACH,

as described in chapter 4, a scenario consisting of three di�erent con�gurations was sim-

ulated; using the original LEACH protocol and the new protocol. The aim of the simu-

lations is to determine whether DBH-LEACH achieves its design objectives.

5.1. Simulation Environment

The discrete event simulator ns-2 is used for all simulations performed in this thesis. ns-2

is intended for network research and provides capabilities to simulate various transport,

routing and multicast protocols for wired and wireless networks. The development started

in 1989 as a version of the REAL network simulator and was expedited through di�erent

projects and institutes over the last years. This simulator is in continuous development

and consists also of numerous contributions from di�erent research projects and companies

[12].

5.2. Conditions and Assumptions for the Simulations

The simulations are based on several assumptions and general conditions that de�ne the

environment and the application of the network. For all simulations performed in the

scope of this thesis the following assumptions apply:

1. The deployment area of the sensor nodes is a square with a �xed side length. The

nodes are distributed randomly within this area.

2. There is only one type of sensor node used in all simulations. All nodes are equipped

with the same components meaning all nodes have the same energy resources and

processing power.
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3. All nodes are stationary, there is no mobility or movement considered in the simu-

lations.

4. Nodes dissipate energy for performing data transmission and data aggregation. But

also in sleep and idle mode nodes consume a low amount of energy.

5. The random positions of the nodes are de�ned and stored in a topology �le that all

simulation runs apply for both protocols.

5.3. De�nition of Metrics

The analysis of simulations is based on log-�les that document the core characteristics of

every single simulation run. In order to interpret the simulation results this information

must be analyzed and evaluated statistically regarding the relevant factors. Therefore

metrics strongly depend on the goals and e�ects that are intended to analyze through

the simulations. The aims of DBH-LEACH were the improvement of the network lifetime

and the enhancement of the performance of the protocol in wide expanded networks.

Furthermore it is expected that energy consumption is spread more evenly among the

nodes causing nodes running out of energy slower. Following metrics based on the data

collected from the simulations are used:

• Quantity of Active Nodes: Every simulation logs the number of active nodes

every 10 seconds during the run. Based on this information the average number

of remaining active nodes at each time step of the network operation is calculated.

The results are shown in a graph of nodes at the average number of active nodes

at any time during the network operation. This allows concluding about the energy

consumption behavior of a protocol.

• Network Lifetime: The network lifetime is measured by evaluation of the reached

maximum operational time of the network. Usually a percentage of the number of

nodes de�nes when the network is considered not functioning any more. Basically

this number depends on the application until what amount the results are meaning-

ful. For all simulations in this thesis this boarder was set to 5, which means, that

the network stops its operation when the number of active nodes drops below this

limit.

• Data Transmission Ratio and Data Loss: The amount of data transmitted to

the BS and received by it are accumulative values, summing up the bytes transmitted

by all CHs towards the BS or received by the BS. As these values are logged together

with the quantity of active nodes every 10 seconds, it is possible to determine average

over all simulation runs for each step. Thus it is possible to analyze and visualize the

mean development of transmitted and received data. Furthermore another log keeps
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track of all collision and desynchronized sending and receiving activities causing

packet loss. These values are extracted at the end of each simulation and provide a

fundament to calculate the mean data loss.

5.4. Simulation Scenario

The aim of this scenario is to analyze the e�ects on network lifetime and energy consump-

tion of the DBH-LEACH protocol compared to the original LEACH protocol in a wide

expanded area. Therefore three simulations with a di�erent quantity of nodes in the same

sensing area are executed and the results are compared in the following. The list below

describes the parameters of the three simulations performed for this scenario.

• Network expansion area: 200 x 200 meter (for all three simulations)

• Position of BS: x=275, y=100 (outside the sensor node area)

• Number of nodes in simulation 1: 100

• Number of nodes in simulation 2: 150

• Number of nodes in simulation 3: 200

Each of the simulations performs 100 runs using the same topology in order to gain rep-

resentative results. The nodes are distributed randomly in the sensing area. Furthermore

all simulation are executed with the same settings for LEACH and DBH-LEACH. The

results presented in this chapter compare the characteristics of the two protocols but also

relate to the e�ects of the varying number of nodes in the sensing area.

5.4.1. Quantity of Active Nodes

The �rst characteristic investigated is the number of active nodes remaining in relation to

the elapsed network operation time. Based on the energy model used in the simulations

for both protocols, it is suggested that DBH-LEACH extends the network operation time

and delays nodes running out of energy by preserving it for long-distance (multi-hop)

transmission. Figure 5.1 presents the average number of active nodes at any time over all

100 simulation runs for simulation 1 with 100 nodes and for simulation 3 with 200 nodes.

The dashed line and the dot and dashed line show the devolution of DBH-LEACH. The

continuous and dotted lines illustrate the result of the original LEACH. Evaluating the two

curves for simulation 1 indicates that the DBH-LEACH nodes operate longer. Moreover

the number of active nodes declines more slowly than with LEACH, thereby increaseing

the advantage of DBH-LEACH in extending the network�s lifetime. It also shows that

the overall pattern of energy consumption is not changed by DBH-LEACH. The reason is
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Figure 5.1.: Comparing the development of active nodes in the network for simulations

with 100 and 200 nodes

that DBH-LEACH uses the same method for CH selection as does the original protocol

which does not consider in�uencing factors such as node location or energy level.

Also for simulation 2 with 150 nodes the identical characteristics are observable. Fur-

thermore the advantage of DBH-LEACH compared to LEACH grows with an increased

number of nodes in the network. This implies that the protocol can better handle a higher

node density.

The results of the simulation with 200 nodes also con�rm previously observed trends.

The original version of LEACH deteriorates its performance regarding the development

of active nodes when the number of nodes increases. Especially at the beginning, when

all or the majority of nodes are active LEACH nodes deplete the energy resources fast.

This e�ect slows down as the number of nodes in the network decreases. Contrary,

the energy dissipation in DBH-LEACH remains similar for all three simulations. Based

on these observations it is possible to conclude that hierarchical multi-hop transmission

counters the drawback of the original version that dissipates energy fast in higher density

and wide expanded networks. The reason for this development is that with LEACH

also remotely located nodes become cluster-heads, which need to transmit data directly

over long distances to the BS. Thus it is reasonable that the energy saving of multi-hop

transmissions in DBH-LEACH gains relevance in networks with larger distances between

nodes. This underlines the comparison of the devolution of nodes alive for the simulation

with 100 and 200 nodes as shown in �gure 5.1.
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5.4.2. Network Lifetime

The network lifetime is one of the most important metrics for WSN protocols. In order

to ensure an approximate normal distribution of the simulation results the batch means

method combining the results of �ve simulation runs was applied. The resulting values

roughly represent normal distribution but outliers impact the result above average as it

is based only on 100 samples.

Figure 5.2 illustrates the distribution of the network lifetime for both protocols at the

simulation with 200 nodes. In general, it shows that the network lifetime in DBH-LEACH

has a wider variance but also a higher mean value than in LEACH.

(a) DBH-LEACH (b) LEACH

Figure 5.2.: Distribution of network lifetime in the simulation with 200 Nodes

In order to underline the di�erence in the network operation time based on the simulation

results a 99% con�dence interval was calculated. Table 5.1 compares the con�dence

intervals for LEACH and DBH-LEACH for all three simulations of this scenario. To verify

that the simulation results are normal distributed within a de�ned level of signi�cance

the chi-square test was performed for each simulation of this scenario. The detailed

results are documented in Appendix (A.1). The null hypothesis was not rejected at the

5% signi�cance level for any of the simulations; therefore it is possible to determine the

con�dence interval.

Figure 5.3 visualizes these con�dence intervals for an easier comparison. It is noticeable

that the intervals for all three simulations with DBH-LEACH vary only slightly. This

graphic also shows that DBH-LEACH performs best with 150 nodes in the sensing area.

Even though it is only a minor di�erence to the other simulations, it appears that at

this node density the protocol is able to utilize hierarchical next-hop transmissions best.

However it must be considered that all simulations are performed with random topologies.
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Simulation µ σ Lower Limit Upper Limit

100 Nodes with DBH-LEACH 444.91 24.43 429.28 460.54

100 Nodes with LEACH 365.49 24.38 349.89 381.09

150 Nodes with DBH-LEACH 450.12 23.83 434.88 465.36

150 Nodes with LEACH 298.09 44.70 269.50 326.69

200 Nodes with DBH-LEACH 437.33 46.65 407.48 467.17

200 Nodes with LEACH 266.43 30.41 246.98 285.88

Table 5.1.: Con�dence intervals of the network lifetime

Therefore it is possible that the one used for the simulation with 150 nodes had a more

suitable node distribution for multi-hop transmissions, as another reason for the increased

lifetime. In general DBH-LEACH performs quite stable at all three simulations made in

this scenario. The results of the original LEACH protocol are essentially di�erent. The

mean value of the network lifetime decreases signi�cantly with the increasing number of

nodes. In general it performs considerable worse than DBH-LEACH in the 200 x 200

meter area. The performance of LEACH deteriorates when the network conatins a higher

number of nodes.

Figure 5.3.: Con�dence intervals for network lifetime of all simulations
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5.4.3. Data Transmission and Packet Loss

More characteristics to evaluate the performance of a network protocol are the packets loss

and the successful data delivery rate. When comparing the amount of data transmitted

to the BS, a signi�cant decrease of approximately 40% is noticeable for DBH-LEACH as

�gure 5.4 exempli�es for simulation 1 with 100 nodes.

Figure 5.4.: Data transmitted to the BS and received by the BS

This e�ect is caused by adding general nodes to the schedules in order to stay synchro-

nized with the schedule of the next-hop CH. As a result, cluster-heads that use next-hop

transmission reach the sending slots less frequent. For example, the number of nodes in

the schedule might be supplemented to �t a multiple of the number of nodes in the next-

hop CHs schedule. Therefore in DBH-LEACH data is not transmitted as frequently as in

the original LEACH. The e�ect occurs in all simulations of this scenario. Additionally a

gap between the curve of data sent to the BS and of data received by the BS is apparent

for DBH-LEACH. The reason for the di�erence is an increased number of collisions that

happen when a node has a high amount of previous-hop CH. In this case the packet to

transmit to the BS reaches a size that often takes more time to transmit than reserved.

Consequently a large packet containing multiple packets of other CHs collides with a

packet from an ordinary node in the cluster. Thus data of multiple CHs is lost through

a single collision. Furthermore there is also a chance of data loss at the transmissions

between CHs in DBH-LEACH. Figure 5.5 shows the distribution of successful data trans-

mission between CHs for the simulations with 150 and 200 nodes. It indicates that the

success rate of next-hop data transmission is approximately normal distributed around

80%.
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(a) 150 Nodes (b) 200 Nodes

Figure 5.5.: Distribution of successful data transmission between CHs

5.5. Analysis of the Simulation Results

The analysis of the simulations in a 200 x 200 meter area network shows, that the aim of

improving the network lifetime in wide expanded WSNs was achieved. But it is important

to notice that the e�ective amount of data transmitted to the BS decreases through the

changes in the protocol. Furthermore it is observable that the original protocol performs

poor with increasing node density. Hence DBH-LEACH achieves also an improvement

regarding the supported node density in a network.

It is important to notice that it was not possible to implement the best possible solution

within the scope of this research. As the implementation is based on the uAMPS code

for LEACH existing shortcomings of the implementation had to be accepted. It was

not possible to �nd an ideal solution for the next-hop CH selection, as it not considers

possible next-hop choices of other CHs or the schedule synchronization. The reason is

the complexity of the decentralized setup process and the tight timing through TDMA.

Solving these issues requires an extensive redesign of the protocol or the processes involved.
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Conclusion

This research analyzed energy e�ciency in the context of WSN routing. A new routing

protocol was developed, called DBH-LEACH which is derived from the established and

well known LEACH protocol. The major enhancement that was introduced by the new

protocol is the addition of the ability of clusters to create hierarchical structures among

each other. Through these structures cluster-heads are able to use less energy-hungry

multi-hop paths for data transmission, thereby extending the lifetime of nodes and the

entire network. The e�ects of the extended lifetime were analyzed through simulations

comparing the new protocol with the original LEACH protocol. These simulations showed

that hierarchical multi-hop paths can reduce energy consumption for long distance data

transmissions. This reduction is mainly observed in large, expanded networks where sensor

nodes can operate with measurable reductions in energy use. As a result the operation

time of individual nodes is extended, as is the network�s lifetime. It was also demonstrated

that for small network areas multi-hop transmission does not achieve a signi�cant bene�t

over single-hop transmission, as used in LEACH. Moreover the simulation results implied

that the properties of the decentralized cluster-formation of LEACH adversely impact

energy dissipation and cannot be compensated by the multi-hop transmission. In another

important �nding, the amount of data transmitted decreases despite a longer operation

time. This is related to modi�cations in the scheduling that are necessary to conduct the

multi-hop hierarchy in DBH-LEACH.

This work identi�es relationships between network expansion, the number of nodes, and

the levels of energy consumption. This can support future research on the energy dissi-

pation of sensor nodes. It suggests ideas to re�ne and improve metrics for new routing

protocols. DBH-LEACH provides the potential for greater energy e�ciency and the deliv-

ery of more data by improving the scheduling and the handling of next-hop nodes. While

beyond the scope of this work, it is probable that the DBH-LEACH protocol can assist

in future improvements in node organization, cluster formation hierarchy management.
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Additional Evaluation of Simulations

This appendix contains additional evaluations made on the simulation results in order to

verify particular preconditions.

A.1. Chi-Square Test for Simulation Scenario 1

The chi-square test has been performed for every simulation of the scenario. The results

have the following meaning:

• h = 0 - shows that the null hypothesis for a signi�cance level of 5% cannot be

rejected.

• p - The p value is the probability, when assuming the null hypothesis, to observe

the given statistic or one more extreme.

• chi2stat - The chi-square statistic.

• df - Degrees of freedom.

Results of Chi-Square Test for Simulation Scenario 1 are shown in table A.1.

Simulation h p chi2stat df

100 Nodes with DBH-LEACH 0 0.928 0.008 1

100 Nodes with LEACH 0 0.729 0.119 1

150 Nodes with DBH-LEACH 0 0.474 0.513 1

150 Nodes with LEACH 0 0.569 0.323 1

200 Nodes with DBH-LEACH 0 0.734 0.115 1

200 Nodes with LEACH 0 0.754 0.098 1

Table A.1.: Results of chi-square test for all simulations in scenario 1
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