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Abstract

We present methods for checking the partial correctness of, respectively to optimize, imperative
programs, using polynomial algebra methods, namely resultant computation and quantifier elimina-
tion by cylindrical algebraic decomposition. The results are very promising but also show that there
is room for improvement of algebraic algorithms.

1 Introduction

Using symbolic computation in program verification is a laudable goal, because the symbolic compu-
tation algorithms, although very powerful, have a high complexity which makes them difficult to solve
program verification problems of significant size.

The mostly widely used static program analysis technique transforms a given program into a set of
logical formulae (verification conditions) and attempts to prove them (see e.g. [9]). When the program
involves numeric values (rationals, integers, reals), one way of proving the conditions is logical reason-
ing. This is usually inefficient because such proofs would need to start from the “bare” axioms of the
underlying numerical domains. One way to alleviate the difficulty is to combine logical reasoning with
algebraic techniques (algorithms based on deep knowledge about the numerical domains). This approach
turns out to be more successful than the pure logical approach. Unfortunately one cannot yet verify even
moderate sized programs, mainly because the quantifier elimination methods are in general very expen-
sive (doubly exponential in the number of variables) [6]. Fortunately, our previous experience with the
approach provided us with the following observations:

e The verification conditions can be often simplified before applying the quantifier elimination meth-
ods on them.

e The verification conditions often have certain interesting structures, which may be exploited by
using special versions of the algebraic algorithms.

These observations also hold for the research presented in this paper, namely proving partial correct-
ness of imperative loops and algorithm optimization.
Therefore was necessary to:

1. develop a systematic method to simplify the verification conditions into the forms that makes the
quantifier elimination methods more efficient (Section[3).

2. use algebraic algorithms suitable to the specific structure of the verification conditions which often
occur in program verification (Section [2).

In the following, we present a motivating example for the problems addressed in this paper.

Consider the algorithm for computing the square root of a real number (Algorithm I)).

Given the loop invariant I(a,b,x) <= 0 < a < \/x < b and the termination term d(a,b) := b —a,
we are interested in:
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Algorithm 1 Computing the square root of a real number

in:x: x> 1;
ee>0
out: a,b:a>0ANb>0Na</x<bAb—a<e
a:=1;b:=x;
while (b—a > S)dTo
Py
return a,b

1. proving the correctness of the algorithm;

2. synthesizing an algorithm which terminates faster than the given one and fulfils the same specifi-
cation (provided that such an algorithm exists).

The following verification conditions are generated using a calculus based on forward symbolic
execution and functional semantics [9]:

1. partial correctness

(a)
Vx>1lAe>0=x>0A0<1<x<x
X,€
(b) )
b+ x b +x
2<x<b*Ab— a Z<x< 2 1
a7byx780<a <x<b°A a>£:>O<(a+b) <x<( 5 ) (D
(©)
bV 0<a®<x<b’ANb—a<e=—=0<a*<x<b’Ab—a<e¢
a,b,x,e
2. termination
3 V I(a,b,c) =>do f(a,b,x) < c-d(a,b,x)
ce(0,1)a,bx

In order to optimize the algorithm, we have to find the smallest constant ¢ such that:

Y I(a,b,x) =>do f(a,b,x) <c-d(a,b,x).
a,b,x

We used Reduce command of Mathematica [22]] computer algebra system to solve the quantifier
elimination problems above, obtaining that the algorithm is indeed correct and the smallest c is %

. . . . pa’+qab+rb? 9
Can we find a faster algorithm having the same specification and b has the form =—_5=——7? To

answer this question one has to find the parameters p,q,r such that the new algorithm is optimal. To
achieve this, firstly, we have to find the necessary and sufficient conditions such that (2)) holds. In other
words, we have to solve the following quantifier elimination problem:

pa® + gab + rb*x

a+b > @

Vo<d<x<tP—0< (PP creq

a,b,x a+b

The problem can be solved theoretically by quantifier elimination by cylindrical algebraic decompo-
sition. The original algorithm is due to G. Collins [4]]. Many improvements of the algorithm exists [11} 3]
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but the algorithm is intrinsically doubly exponential [[6] which makes impossible to handle yet moderate
size problems, like (Z). To solve the problem: i) we carried out manually quantifier elimination for (2))
by choosing different values for the parameter ¢, ii) we obtained formulas in p and r from which we
could deduce a common pattern, iii) finally, we combined the steps above obtaining a formula in p,q,r
equivalent to (2)), i. e.:

[ [q—%SOAp—2q+r+%ZO] i
v
1 g—4>0n
—_Z> 2
rmg=on p—q+i<O0Ap—2¢+r+1>0 ©)
Y,
i P—q+31>0A(p—3)-(r—3)>(q—3)° l

(From here, we obtain p = %, q= %, r= % as the values for the optimized loop.
Indeed, the new synthesized algorithm converges faster, namely the smallest c is %.

The above example gives us the motivation to study more general problems, namely:

1. Problem 1. Can we prove/disprove efficiently the inductiveness of the invariant (formulas of type
(I)) in case of arbitrary polynomials standing for the loop invariant and variable assignments?

2. Problem 2. Can we synthesize the fastest terminating algorithm for Algorithm|[I]in case of general

pa*+qab+rb? and b :— aa’+Bab+yb* 9

assignments, 1. €. a := satib Latvh

Our way to approach these problems is presented in Section [2|and 3]

1.1 Research Time Frame

The research presented in this activity report was realized as follows:

e January, 2011: literature survey and familiarization with the software for quantifier elimination
(QEPCAD-B [1]], Redlog [8] and Mathematica [22]).

e February, 2011: work on proving the partial correctness of imperative loops (Section [2).

e March - May, 2011: work on the optimization of algorithms (Section 3] including the motivating
example presented in the Introduction).

1.2 Related Work

Applying symbolic computation methods to program verification is a relatively new research area.
Existing work is on the following directions:

e invariant generation, by combining methods like Grobner bases, Cylindrical Algebraic Decompo-
sition, symbolic summation, recurrence solving and generating functions [12, |13} 19} 20].

e proving the correctness of imperative programs, by using Grobner bases, Cylindrical Algebraic
Decomposition [7, [17].
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However, we are not aware of related work applying the symbolic computation methods from our
research agenda to program analysis.

In the area of symbolic computation, efficient resultant computation of composed polynomials was
studied in [16]. Efficient resultant computation by polynomial interpolation was used to find the implicit
equation of rational curves and surfaces [15]. We are not aware of methods for proving verification
conditions using the method proposed by us, namely taking into consideration the special structure of
some verification conditions, namely those proving the inductiveness of the invariant. They have the
special structure: YI (x) =0=I(f(x)) = 0. There exists work exploiting the polynomial formulas in

the pure V fragment by combining Grobner Bases computation with semidefinite programming for the
real Nullstellensatz [18] or by using sum of squares technique [10]. Contrary to these, our method is
currently applied to univariate polynomials.

Regarding the second problem, we are aware of program synthesis methods based on logical rea-
soning, e.g. induction [2]]. Unlike these, our method is based on algebraic reasoning and the particular
problem we want to solve (approximating the square root of a real number) is interesting for the interval
analysis community and gives new challenging problems to state-of-the-art software [[1, 22] for quantifier
elimination by cylindrical algebraic decomposition.

2 Proving Partial Correctness of Imperative Loops

Let K[x] be a polynomial ring in one variable. Consider the following loop, where the loop condition is
ignored, annotated with a polynomial invariant g(x) =0, g € K[x].

Algorithm 2 Simple loop
while (?) do
x:= f(x);

We are interested in solving the following problem. Given an imperative loop annotated with a
formula that it is claimed to be its invariant, decide whether the claim is correct. This problem can
be viewed also as a polynomial algebra problem and consequently powerful techniques and algorithms
belonging to this area of mathematics can be applied to solve it.

Denoting by g(x) = 0 the polynomial standing for the loop invariant and by f(x) the polynomial
standing for the assignment of the loop Variablﬁﬂ the problem specification in the algebraic setting is as
follows. Given the polynomials f,g € K|x], check efficiently whether g and g o f have common solutions.

In the following, we introduce the notion of resultant and establish the relationship between the
resultant of two polynomials and their common solutions. We follow [J5]].

Definition 1. Given polynomials f,g € K|x] of positive degree, write them in the form

f=ax'+... +ao, aq #£0,
g=bx"+...+ by, b, 0.

Then the Sylvester matrix of f and g with respect to x, denoted Syl(f,g,x), is the following (I +m) X
(I 4+ m) matrix of coefficients of f and g:

! As a starting point and preliminary study, the univariate case is considered; an univariate polynomial standing for the loop
invariant and for variable assignment is considered
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a; a 0 0
0 aj ao 0
o o . 0
0O 0 0 a ‘e a
Syl(f,8,x) = b, o by 0O (;)
0 by, bo 0
o o . .0
0O 0 0 by “ee bo

The resultant of f and g with respect to x, denoted by Res(f,g,x), is the determinant of the Sylvester
matrix, i.e. Res(f,g,x) = det(Syl(f,g,x)).

Theorem 1. Given f,g € K[x| of positive degree, the resultant Res(f,g,x) € K is an integer polynomial
in the coefficients of f and g. Furthermore, f and g have a common factor in K[x] iff Res(f,g,x) = 0.

Given the results in Theorem|l| we approached our problem as follows:

1. Compute the resultant of g(x) and g(f(x)), by expanding g(f(x)).

2. Compute the resultant of g(x) and g(y), where y = f(x).

However, one can observe the large dimension of Syl(f, g, x), namely (/ +m) x (I +m), whose deter-
minant has to be computed, as well as the similar structure of g(x) and g(f(x)). The following questions
naturally occur. Is there another type of matrix, with lower dimension, from which we can determine the
common factors of two polynomials? Can we exploit the structure of g(f(x))? The answer is yes, the
Bézout matrix can be used at this aim.

In the following, we define the Bézout matrix and establish the relationship between the Bézoutian
of two polynomials and their common solutions. We follow [14].

Given two polynomials f, g, assume, without loss of generality, that they have the degree /.

fx) f)
l -
Definition 2. The expression h(x,y) = g(x)xﬂ:g(y) = f(x)g(y,);i(x)f(y) = Y c¢ix'y! is a polynomial in

i,j=0
K|x,y|. Then the matrix B(f,g) =

l . , . . .
[c,‘y j} ij—0 1S called the Bézout matrix associated to the polynomials f
and g.

Theorem 2. The polynomials f and g have common a common factor iff the associated Bézout matrix
B(f,g) is singular.

Given the above facts, we propose a third method for verifying whether two polynomials g and go f
have a common solution. It is based on Bézoutian matrix and polynomial interpolation.

Definition 3. Suppose that we are given n points (xi,yx), k = 1,...,n, with pairwise distinct x;. Then,
there is a unique polynomial, p,—1, of degree n — 1, which interpolates this data. The Lagrange form
of pn—1 may be explicitly given by means of the fundamental polynomials or cardinality functions, L;,
defined by:

nX— X

Li(x)= .
i(x) ) S
ki
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Remark 1. For the simplicity of the presentation we exemplify the approach for the polynomials f and
g. The fact that we have g o f matters only at the step when we evaluate the polynomial at a point. This
is done in the case of go f by evaluating f at x and then g at f(x). Both g and go f have the degree of

gof.

’f(x) f) C00 Co1 o €Oy
X _ ! . 10 €11 - C1y
Leth(x,y) = ol )xfyg(y) :f(x)g(yxfyg(x)f(”Z.ZOCijx’yJZ(l x o A
i,j=
co ¢ ol

Another way of expressing A (x,y) is by means of Lagrange bivariate interpolation.
We consider the interpolation points (x;,y;), (i, j = 0,...,1) and the interpolation space .77 ;(x,y).
The interpolation problem is stated as follows. Given /- [ values h;; € K (interpolation data), find a

/ o
polynomial a(x,y) = ¥, c¢;x'y/ € .#,(x,y) such that h(x;,y;) = h;j, for all (i, j) € I. We consider for the
i,j=0
interpolation space .77 (x,y) the basis {1,y,---,y',x,xy,---,xy’, -+ ./, xy,--- ,x/y'}, and the interpola-
tion points in the order: (xo,y0), (x0,¥1),*, (X0,31)s*+, (x1,50),- -, (x7,y1). Then the [ - interpolation
conditions % (x;,y;) = h;j can be written as

H=V,CV,, 4)
where H = (h; J)f =0 C = (ci J)f j—0» Vx and V; are Vandermonde matrices defined as:
1 xp - Xf) 1 1 - 1
1oxg - x Yoy occtow
Ve = A : = . R :
1 x - xé )76 yl1 )’5

Remark 2. One could also compute the entries of the matrix C, C =V H VyT. However, for our purpose
this is not necessary.

One can take Det(H) = Det(V,CV,) = Det(Vy)Det(C)Det (V). C is singular iff H is singular, pro-
vided that V, and V), are nonsingular. Moreover, for simplifying the entries of the matrix H, the denom-
inator of A(x,y) can be omitted because it does not influences the fact that the determinant of H is zero
or not. However, when choosing the interpolation points (x;,y;) we have to ensure simultaneously the
following:

1. the entries of V, and V,, respectively, must be pairwise distinct, in order V, and V, to be nonsingular.
2. the denominators of A (x;,y;) do not vanish. The values of h(x;,y;) (i, j = 1,...,1) fill the matrix H.
3. the polynomials f and g have high degree and have to be evaluated at these points.

The following experiments have shown that the way the interpolation points x; and y; are chosen is
crucial for the speed of the method.

1. Methods for computing x; and y; using additional operations are costly (e.g. division, square root).

2. Numerical approximations of the operations above lead to probabilistic algorithms, which are not
completely accurate.
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Method 1 | Method 2 Method3 | (n,p,d,minC,maxC) |
0.00125 | 0.00188 0.00016 (100,6,5,-9,9)
0.00266 | 0.00281 | 8.60314x%10~'® (100,8,7,—9,9)
0.01093 | 0.00562 | 2.40671%10~7 | (100,11,10,-9,9)
0.02516 | 0.0078 | 2.55416%10~7 | (100,13,12,-9,9)
0.07328 | 0.01376 | 2.50051% 10~ || (100,18,17,-9,9)

0.1414 | 0.01812 [ 2.72715%x10-1° | (100,21,20,-9,9)
0.32719 | 0.02627 | 2.17603% 1071 | (100,23,22,-9,9)
0.51047 | 0.03452 0.00015 (100,25,24,-9,9)

3. Evaluating arbitrary polynomials at a large number is computationally expensive.

With these in mind, we generated randomly real values in the interval [0,1] for x; and y;, i,j =0,--- 1.

Therefore, checking whether f and g have common solution reduces to the following:
1. compute the entries of the matrix H.
2. check whether H is singular. H is singular iff f and g have common solutions.

We implemented in Mathematica computer algebra system [22]] and compared the average computing
time of the three methods. The performance of the methods was tested on sets of 100 dense univariate
polynomials, with degree up to 25 and coefficients in the interval [—9, 9]. The results of the experiments
are presented in Table |2l Methods 1, 2 and 3 represent, in this order: the computation of the resultant by
expansion, the computation of the resultant by denoting y = f(x), and the computation of the determinant
of the Bézout matrix using polynomial interpolation. n represents the number of test polynomials, p
represents the number of power products of a polynomial, d its degree, minC and maxC the minimum
and, respectively, its maximum coefficient. The numbers in the first three columns represent seconds.

We observe that the method proposed by us (Method 3) outperforms the others.

3 Algorithm Optimization

We are interested in solving the following problem.
Given Algorithm/|3| find the parameters p,q,r,s,t,a, 3,7, L, v such that the difference

U(a)—L(p), where U(a) = % and L(p) = ’mz%w, is minimal.

Algorithm 3 Computing /x (general polynomial assignments)
in:x: x> 1;
e>0
out: a,b: a < \/x<bAb—a<eg
a:=1b:=x;
while (b—a > €)do
. pd®+qab+rb* bi— aa’+Bab+yb?* .
a.= sa+tb > ua+vb >
return a,b
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Denoting by /(a,b) <= 0 < a < /x < b the loop invariant, d(a,b) := b — a the termination term,

2 2 2 p) . . .
f(p,a) = (= fjif; b oa ;ffi’,zyb ) the loop assignments, the above problem is an optimization prob-

lem, which and can be formulated in two ways:

L. Findpaquasytvavﬁu%uvvSuChthat Vﬂ Y[(Cl b) (dOf(p/,(xl)def(p,oc)).
a,n.x
OC/ LV

2. Find the smallest ¢ such that V I(a,b) = (do f(p,a) < c-d(a,D)).

a,b,x

Note that the first formulation is stronger than the second one and it could be possible that witnesses
for the parameters can not be found.

A preliminary task in the optimization problem is to find the necessary and sufficient conditions such
that the invariant is inductive, i.e. find the conditions on the parameters p,q,r,s,t,a,3,¥, L,V such that
the following formula holds:

2 2 2 2
v 0<a<\[<b:>0<pa +qab+rb +x§\/;c§ oa®+ Bab+ yb +x'

5
abx sa-+tb ua-+vb ®)

which is equivalent to:

“rgabrty +qab+rb>+
[aXXO<“§\/}§b:>%>O] [v()<a<\[<b:>pa N

aa*+Bab+yb*+

We found the necessary and sufficient conditions by carrying out equivalent transformation of the
three formulas following the next steps.

1. We considered all possible sign combinations on the parameters occurring in the denominators (s,
t, W, and v).

2. We found the quantifier-free formula equivalent to the given one.

The step 2 above can be solved, in principle, automatically by using a software specialized in quan-
tifier elimination. We have used QEPCAD-B [1]], Reduce command of Mathematica [22] and Redlog
[8l]. The first two are state-of-the-art software for quantifier elimination by cylindrical algebraic decom-
position. Redlog implements virtual substitution method [21]. QEPCAD-B and Mathematica could not
handle our formulas involving non-linear inequalities with 8 variable (of which 5 were free). Redlog,
which is actually specialized in handling formulas with degree at most 2 of the quantified variables,
output a quantifier-free formula equivalent to the given one, but the formula is very long and hard to be
interpreted and used further in the optimization. Therefore:

e we have eliminated manually an universally quantified variable,

e we have found automatically, using QEPCAD-B, the quantifier-free formula equivalent to the new
one, which was possible in most of the cases. However, for the formula 0 < a < ‘“’wa <b=
—(MTH’?)2 + oa® + Bab + yb*> > 0 with g > 0 and v > 0 (Lemma |3, Case 1) two equivalent
quantifier-free formula were found. One was found semi-automatically, namely we divided the
formula into simpler ones which could be handled by QEPCAD-B and then combine the results.
The other was found automatically using Redlog.

In the following, we present the derivation of the necessary and sufficient conditions for (5)). We do
not give all the details of the proofs of the lemmas to avoid repetition. However, we plan to include them
in a technical report which will be available at http://www.risc.jku.at/publications/.
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2 2
. pa_tqab+rb+x
Lemma 1. Prove that: aYXO <a< \x<b= Satih >0+

[r>0 At>0As+1>0A(p+1)+q+r>0A[g=>0V2(p+1)+g<0Va(p+1)r—q*>0 |

V
[ r+1<0At<O0AsS+I<OAp+q+(r+1)<O0A[g<O0V2p+g>0 Vap(r+1)—¢*>0] |

2 2
pa”+qab+rb”+x
Proof. anO<a§\/;c§b:7sa+tb >0 <=

Y 0 < a<+/x<b= (pa*+qab+rb?>+x)(sa+1tb) > 0.
a,b.x
In the following we proceed by equivalent transformations by considering all possible cases for s and 7.

[l1 Cases>O0At>0.
V 0<a<x<b= (pa®+qab+rb*+x)(sa+tb) >0 <>

a,b.x

z 0<a< \/Egb:pa2+qab+rb2+x>0<@>
a,b.x

Vb 0<a<b = (p+1)a®+qab+rb* > 0.
a,

The last formula is handled by a quantifier elimination software, namely QEPCAD-B, obtaining
the quantifier-free formula:

r>0A(p+1)+q+r>0A[g>0V2(p+1)+g<0Va(p+1)r—q*>0].

M2 Cases <OA?<O.
V 0<a<+x<b= (pa*+qab+rb*+x)(sa+th) >0 <

a,b,x

V0<as< VX< b= pd®+qab+rb? +x < 0
a,bx

Vb 0<a<b = (r+ 1)b* +qab + pa* < 0.
a,

The last formula is handled by a quantifier elimination software, namely QEPCAD-B, obtaining
the quantifier-free formula:

r+1<0Ap+q+(r+1)<0A[g<0V2p+q>0Vap(r+1)—q*>0].

M3 Cases>O0A7r <OAs+7=0.
VY 0<a<x<b= (pa®+qab+rb*+x)(sa+1tb) > 02,

a,b.x

false.

[4 Cases>O0At <OAs+t>0.
V 0<a<+x<b= (pa*+qab+rb*+x)(sa+th) >0 <

a,bx

false.

[[I5 Cases >0At <O0OAs+1t<O.

Y 0<a< x<b= (pa®+qab+rb? +x)(sa+1tb) > 0L

a,b.x
z0<a§\/5c§b:>pa2+qab+rb2+x<0<:>
a,bx

v 0<a<b = (r+1)b*+qab + pa* < 0 <=
a,

r+1<0Ap+q+(r+1)<0A[g<0V2p+q>0Vap(r+1)—q*>0].

9
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a6

m7

s

9

10

m11

mi12

Case s <OAt>0As+1t=0.
V 0<a<+x<b= (pa*+qab+rb*+x)(sa+th) >0

a,b.x

false.

Case s <OAt>0As+1 <O0.
V 0<a<x<b= (pa®+qab+rb*+x)(sa+tb) >0 <

a,b.x

false.

Case s <OAt>0As+1>0.
V 0<a<+x<b= (pa*+qab+rb*+x)(sa+th) >0 <

a,b,x

Y 0<a<+\x<b= pa®+qab+rb*>+x >0+
a,b.x

Vb 0<a<b = (p+1)a®+qab +rb* > 0 <=
a,

r>0A(p+1)+q+r>0A[g=>0V2(p+1)+g<0V4(p+1)r—q*>0].

Case s >0Ar=0.
YV 0<a<+x<b= (pa*+qab+rb*+x)(sa+tb) > 0 <=

a,b.x

z 0<a<+x<b= pa*+qab+rb*+x >0+
a,bx

Vb 0<a<b = (p+1)a®+qab+rb* > 0 <=
a,

r>0A(p+1)+q+r>0A[g>0V2(p+1)+g<0Va(p+1)r—q*>0].

Case s =0A1>0.
V 0<a<+x<b= (pa*+qab+rb*+x)(sa+tb) >0 <=

a,b,x

v 0<a<\x<b= pa*+qab+rb>+x>0
a,b.x

v 0<a<b = (p+1)a® +qab+rb* > 0 <
a7

r>0A(p+1)+qg+r>0A [qZO\/Z(p+1)+q<0\/4(p+1)r—q2 >O].

Case s =0At <O0.
VY 0<a<x<b= (pa®+qab+rb*+x)(sa+tb) >0 <

a,b.x
2’O<a§ﬁ§b:>pa2+qab+rb2+x<0<:>
a,b.x

v 0<a<b = (r+ 1)b* +qab + pa* < 0 <=
a,

r+1<0Ap+q+(r+1)<0A[g<O0V2p+q>0Viap(r+1)—g*>0]..

Case s <0OAt=0.
VY 0<a<+x<b= (pa*+qab+rb*+x)(sa+tb) >0 <

a,b.x

Y 0<a<+\x<b= pa®+qab+rb*>+x <0+
a,bx

v 0<a<b = (r+1)b*+qab + pa* < 0 <=
a,

r+1<0Ap+q+(r+1)<0A[g<0V2p+q>0Vap(r+1)—g*>0].

Summarizing we have:

10
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[ [(s>0At>0)V(s<OAt>0As+1>0)V(s>0Ar=0)V(s=0Ar>0)] =

i >+ qab+rb*+
ai’x0<a§\/5c§b:>%>0<:>

L Lr>0 A(p+1)+q+r>0A[g>0V2(p+1)+g<0Var(p+1)—gq*> 0]

A

[ [(s<O0AT<0)V(s>0At<OAs+1<0)V(s=0A1<0)V(s<OAI=0)] =
i % +qab+rb*+
aXx0<a§\/3c§b:>W>0<:>

L L r+1<0Ap+g+(r+1)<0A[g<O0V2p+g>0 Viap(r+1)—g*>0]

=

r 2 +qab+rb’+

ag7x0<a§\/£§b:>%>0<:>

[r>0 At>0As+1>0A(p+1)+q+r>0A[g>0V2(p+1)+g<0V4(p+1)r—g*>0] |

— <

r+1<0At<O0As+t<O0Ap+qg+(r+1) <0OA[g<O0V2p+g>0 Vap(r+1)—¢*>0] |
O

2 2
. pa~+qab+rb~+x
Lemma 2. Prove that: asz <a< \x<b= P < VX =

i r<OAt=Z0As+1>0At—r—120A1t+5s—p—qg—12=0A ]
t—q>0Vr+(s—p—1) <OVar(s—p—1)+(t—q)* <0]A
5s—q>0Vs—qg—2p <0 \/4p(t—r—1)—|—(s—q)2§0]

|<|

r>0Nt <OAs+t<OAt—r—1<OAT+s—p—g—1<O0A |
t—q<0Vr+(s—p—1) >0Var(s—p—1)+(t—q)* <0|A
s—q<O0Vs—g—2p>0 Vap(t—r—1)+(s—q)* <0]

Proof.

Rl1 Cases>O0At>0.

2 2
pa”+qab+rb”+x
a¥x0<a§\/?c§b:>7m+tb <Vx =

YV 0<a<x<b= pa®+qab+rb>+x < \/x(sa+1b) <

a,b.x

VY 0<a<x<b=x—/x(sa+tb)+ pa*+qab+rb* SO&)

a,b.x
a® —a(sa+1b) + pa*+qab+rb*> <0
vV 0<a<b = | A =
@b b? — b(sa+1tb) + pa* + qab +rb* < 0
vV 0<a<b = a*> —a(sa+1b)+ pa® +qab+rb> <0

A
V 0<a<b = b*—b(sa+tb)+ pa®+qab+rb> <0

The last formulas are handled by a quantifier elimination software, namely QEPCAD-B. After
simplification we obtain:

r<OAt—r—1>0At+s—p—qg—r—1>0A

[t—g>0Vr+(s—p—1)<0Var(s—p—1)+(t—q)?

[s—q>0Vs—q—2p<0 Vap(t—r—1)+(s—q)*
Rl2 Cases <OAf<O.

11
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23

214

25

2 2
pa”+qab+rb”+x
a¥x0<a<\f<b:>7m+tb <Vx <=

V 0<a<+x<b= pa®+qab+rb*+x> \/x(sa+th) <

a,b.x

VY 0<a<x<b=x— /x(sa+tb)+ pa*+qab+rb* 20&)

abx

V;a<m+’b<b:>[0<a<b:> (S““b) + pa® + qab + rb* > 0]
a

A

V; 0<a<b=a*—a(sa+th)+ pa®+qab+rb*> >0
a7

A

A 0 <a<b= b>—b(sa+th)+ pa*+qab+rb*> >0
a7

[ VbO<a§#§b:> —(3412)2 4 pa® + gab + rb? > 0

a'ﬁ

A

A 0<a<b=a*—a(sa+tb)+ pa®+qab+rb* >0
a7

A

V; 0 <a<b= b>—b(sa+tbh)+ pa*+qab+rb*> >0

_a -

VbO<a<b:>a —a(sa+1tb)+ pa® + qab+rb*> <0
a
A
VbO<agb:>b2—b(sa+tb)+pa2+qab+rb2 <0
a7

Midalina Erascu

The last formulas are handled by a quantifier elimination software, namely QEPCAD-B. After

simplification we obtain:

r>0Nt—r—1<0At+s—p—g—r—1<0A
[t—g<OVr+(s—p—1)>0Var(s—p—1)+(t—q)?
[s—q<0Vs—qg—2p>0 Vap(t—r—1)+(s—q)*

Case s >0ANt <OAs+t=0.

pa”+qab+rb”+x 2+ qab+rb®+x
an0<a<\f<bé e <\f<!>

YV 0<a< x<bAsa+th<0= pa*+qab+rb*+x>\/x(sa+tb) ]|

a,b.x

A
V a(0<a<yx<bAsa+tb=0)

a,b.x

V0<a<y x<bAsa+tb<0= pa*+qab+rb*+x> \f(sa—}—tb)

a,b.x

A
| false
false.

Case s >0At <OAs+t>0.
pa®+qab+rb*+x
ayx0<a<\f<b:>W§\/;c<:>

false.

Case s >0Nt<OAs+1t<O0.

pa*+qab+rb*+x
az/x0<a<\[<b$m7+tb§\/i<:>

12
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2l6

Rl7

218

29

210

211

2112

r>0ANt—r—1<0At+s—p—g—r—1<0A

[t—qg<OVr+(s—p—1)>0Var(s—p—1)+(t—q)* <0] A
[s—q<0Vs—qg—2p>0 V 4p(t—r—1)+(s—q)* <0
Case s <OAt>0As+1=0.
% +qab+rb*+
ai,xo<a§ﬁ§b:>%§ﬁ<:>
false.
Case s <OAt>0As+1 <O.
2+qab+rb>+
ag7x0<a§\/}§b:>%§\/i<:>
false.
Case s <OAt>0As+1>0.
% +qab+rb*+
az’x0<a§\/?c§b:>W§\/i<:>
r<OAt—r—1>0At+s—p—g—r—12>0A
[t—g>0Vr+(s—p—1)<0Var(s—p—1)+(—q)* <0|A
[s—q>0Vs—qg—2p<0 Vap(t—r—1)+(s—q)* <0
Case s > 0Nt =0.
% +qab+rb*+
Jﬁ“gﬁéb:%éﬁ‘:’
r<ONt—r—1>20At+s—p—qg—r—1>0A
[t—g>0Vr+(s—p—1)<0V4r(s—p—1)+(—q)* <0|A
[s—q>0Vs—q—2p<0 Vap(t—r—1)+(s—gq)* <0

Case s=0Atr>0.

2 2
pa~+qab+rb~+x
ajx0<a§\/§c§b:>7m+tb < VX <=

r<OAt—r—1>0At+s—p—qg—r—1>0A
[t—g>0Vr+(s—p—1)<0Vdr(s—p—1)+(t—q)* <0
s—q>0Vs—qg—2p<0 V 4p(t—r—1)+(s—gq)* <0

Case s=0A1 <0.

2 2
pa”+gab+rb-+x
a‘z’x0<a§\/5c§b sa+tb S\/;Cé:’\

r>0Nt—r—1<0At+s—p—g—r—1<0A
[t—q<O0Vr+(s—p—1)>0Var(s—p—1)+(t—q)* <0
s—q<0Vs—qg—2p>0 V 4p(t—r—1)+(s—q)* <0
Case s < OAt=0. Y0<a§\/fc§b:>”“2+f;$&’b2ﬁ‘§\/§<:>
a,bx 5
r>0Nt—r—1<0At+5s—p—g—r—1<0A
[t—q<OVr+(s—p—1)>0Var(s—p—1)+(t—q)?
[s—q<O0Vs—qg—2p>0 V 4p(t—r—1)+(s—q)*

Summarizing we have:

13
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2 2
pa”+qab+rb”+x
ujx0<a§\/;c§b:>7sa+tb <Vaxe=

[ r<OAt>0As+t>0At—r—1>0At+s—p—q—r—1>0A ]
;t—q>0\/r+(s—p—1) <OVar(s—p—1)+(t—q)* <0]A
s—q>0Vs—g—2p<0 \/4p(t—r—1)+(s—q)2§0]

1<l

r>0Nt <OAs+t<ONt—r—1<OAt+s—p—g—r—1<O0A ]
=t—q<0\/r—i—(s—p—1)>0\/4r(s—p—1)—i-(t—q)2§0] A

| [s—g<O0Vs—qg—2p>0 Viap(t—r—1)+(s—q)* <0]
Combining the two lemmas and simplifying, we obtain:

2 2
pa~+qab+rb”+x
anO<a§\/}§b:>0<7m+tb < \Vx =

r=0Ag>0Nt—12>20At—qg>0As4+t>0Ap+qg+1>0At+s—p—qg—12>0A
[s—q>0Vs—qg—2p<0Vap(t—1)+(s—q)* <0]

2 2
Lemma 3. Prove that: aY!xO <a< x<b= % > /x>

V> OAU4+V>O0AU>0AU—2<O0AU+V—2=0Ady—u2+4u—4>0N0+B+7—1>0A
[B+2a—pu<0V2B+pu>—2u>0viay—pu’y—B2—pu?p+2up —p2o+4po—4a > 0]

Vv
[ V>0AU+VSOAL>O0AL—2<0AUL+V—2<0A4y—V2>0A
w2y —4uy+4y—uvp+2vB +via—v? > 0A
[U=1<0AV—-1<0]V4u—1<0VvV4v—1<0|A
L [2B—pv>0vuB—28—2va+uv>0viay—pu*y—B>+uvp —via >0
Vv
V> O0AU+VSO0AL>OAU—2<0AU+V—2<O0Adu—1<OAY>0AQ+B+7—1>0A
[B+2a—2<0VpB>0viay—4y—p2>0]

>0AA+B+y—U—V+IZO0A[B—Vv+2(@—pu+1)<OVB—v>0Vay(a—p+1)—(B—Vv)*>0]

R >R >

—V4+1>0A[B+2a—pu<O0VB—pu>0Via(y—v+1)—(B—p)*>0]

\%
[ V<OAU4+V<OAY<OAYy—V+1<0Aa+B+y—pu—v+1<0A
B-v<OVB—v+2(a—pu+1)>0Vay(a—p+1)+(B—v)?>>0]A
| L [B—u<OVB—2a—pu>0 vVaa(y—v+1)+(B—u)* >0
Proof.

Bl1 Case u >0AV>0.

2 2
V0<a§\/}§bz>wzﬁ

abx na+vb
v 0<a<x<b= x—/x(ua+vb)+aa®+Bab+yh*> >0+
a,b.x
! . -
vo<as< BE2 < b= — (™) + aa® + Bab + yb* > 0]
A

VbO<a§b:>a2—a(/.ta+vb)+aa2+[3ab+}/b220

A
V0 <a<b=b>—b(ua+vb)+ada®+Bab+yb*> >0

a,b

14
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We obtained automatically the following quantifier-free formulas for the second and third formu-
las, respectively, using QEPCAD-B.

Y>0A Na+B+y—u—v+1>0A ©)
B-v+2(a—pu+1)<0VB—v>0Vay(a—p+1)—(B—v)*>0]
Y—v+1>0 Na+B+y—u—v+1>0A o
[B+2a—p<0 VB—u>0vda(y—v+1)—(B—p)*>0]

Neither Mathematica, nor QEPCAD-B, were able to provide a quantifier-free formula equivalent
to the first one in the conjunct above. Redlog outputs, for the same formula, the quantifier-free
formula @]} However, we decided, for now, not to use it because it is very long and it is very hard
to interpret.

Therefore we proceeded as follows.
Let C(a,b,pt,v) =0 <a < ¥ < D(a,b,u,v,a,B,7) = —(242)2 + aa® + Bab + yb*> > 0
1. We expressed C(a,b,u,v)as Cy(a,b,u,nu)V ...V Cr(a,b,u,v), where C;(a,b,uu,v) = P,(1L, V) A

Qi(a,b,u,v). P(u,v) were obtained manually, Q;(a, b, 1, v) automatically using QEPCAD-
B.

2. We proved that:

[V;]C(C%b:.u?v) iD(a,b,H,V,a,ﬁ,Y)] —
[ (P](H,V)/\X’Ql(a,b,ﬂ,\/)) :>D(a7bnu7v7a7ﬁ7’}/) 1
V

V

(Pe(k, V) A Y Ok(a,b, 4, v)) = D(a,b, . v, 0, B, )

3. We carried out quantifier elimination for
%Ql(éhb?“?v) $D<a7b7u7v7a7ﬁ7’}/)’ b V/ka(('l7b7l"l‘7‘/) :>D(a7b7“7v7a7ﬁ7’}/)’
using QEPCAD-B. ’

4. We combined the formulas obtained at 3. above with P, (i, V),..., P.(i,Vv) and simplify the
results.

Finally, we obtained:

[ VS OAU+VSOAU>O0AU—2<O0AU+V—2=0Ady—u2+4u—4>0A0a+B+y—1>0A
[B+2a—pu<0V2B+pu*>—2u>0vday—p’y—B>—u?p+2upf —p2a+4po—4da > 0]

V>OAU+VSOAU>OAU—2<0AU+V—2<0A4y—V?>0A
wy—4uy+4y—uvB+2vp +via—v? > 0A
[U=1<0AV—-1<0]V4u—1<0V4v—1<0JA

[2B—puv>0vuB—28—2va+puv>0viay—pu’>y—B>+uvp —via >0

V>OAU+VSOAU>O0AU—-2<0AU+V—-2<0N4u—1<O0AY>0A0+B+yY—1>0A
[B+200—2<0Vp>0viay—4y—p2>0]

®)

15
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avi—dav+4a—Buv+2Bu+yu? —pu> >0vVv—2=0V(uv-2u+v>—4v+4>0Apu+v—-2+#0) |

8afv —4ouv? —8B%u+16B2+6Bu>v —16Buv — uv +4u>v? > 0v2p —uv =0v
by V220V 8afv —16af —douv?+8auv —8B%u +6Bu>v+4pu* — uv? —2u3v < 0N
Y (4av —8a —4Bu+u’v+2u>#A0vv—-2<0)

N
VAN
{32(1[3}/ San —16ayuv +4auv’ — 1683 +24B2uv — 8Byu? — 10Bu>v? +4yudv + u3v: > ov
VAN
[Vv=2>0V@4y—Vv*>0A(4Yy—Vv*>0V(2B—uv>0A (4o —pu>>0V2B—puv>0)))) |

VAN

[ doy—av? — B2+ Buv—yu?>0vey—v2=0

\Y
[ [ 4ay—av?—B>+Buv—yu><0vdy—v2>0 ]
\Y
[ dayv? —av* —4Byuv +8Byv + Buvd —2Bv3 +49y2u? — 1672 u + 16> — yu?v? + 4yuv? — 8yvZ 4+ v* > 0A
| 4Byv — BV =87+ 167> +2yuv: —8yv2 + v >0
V
[ doyv? —avt —4Byuv +8Byv+ Buv? —2Bv3 + 4y u? — 16y u + 167> — yu’v? +4yuv? — 8yv? + v* <0OA
| 4yv—Vv3 >0
V
T [ 4ayv? —16ayv +16ay— av* +4av? —dav? —4Byuv +8Byu + Buv —2Buv? +4y*u*— i
| vV —dyp? + pPvE <0vAByv — 8By — BV +2BvE —8Y2u +2yuvi +4yuv —uv3 <0
AN
[ 4yv —8y—v3+2vZ <OV
4ayv? —160yv +16ay — av* +4av? —4av? —4Byuv +8Byu+ Buv? —2Buv? +4y*u’—
I yulv? —4yu® + u*v? > 0A4Byv — 8By — BV +2BvZ — 8y u 4+ 2yuv? +4yuv —uv3 <0
AN
[ av?—dov+4a—Buv+2Bu+yu>—pu>#£0Vv—-2<0V
L L | (BV2—4Bv+4B —2yuv+4yu+puv? —2uv > 0ABV =20 —2yu+uv #0Av—2>0) | |
AN
[ [ dayv? —av* —4Byuv +8Byv+ Buvd —2Bv3 +49y2u? — 16y u + 167> — yuv? +4yuv? — 8yv? +v* > 0A
| 4Byv— BV =8 u+ 1672 +2yuv: —8yvi+ v >0
V
[ 4ayv? —av* —4Byuv +8Byv + Buv? —2Bv3 +49y2u? — 1672 u + 16> — yu?v? +4yuv? — 8yvZ 4+ v* < 0A ]
4yv —v3>0

Vv
[ day—ov?—B2+Buv—yu?> =0Ady—v2>0 |
V

[ 4ayv? —16ayv + 16ay— av* +4avd —dav? —4Byuv +8Byu + Buvd —2Buv? +4y?u* — yu?vi— ]
| Ayut 4+ pPv <0V4AByv —8By— BV + 2BV — 8y u +2yuvi +4yuv — uv <0
VAN
[ 4yv —8y—v3+2vZ >0V
doryv? — 160yv + 1600y — av* +4ovd —4av —4Byuv +8Byu + Buv? —2Buv? +4y*u? — yuv>—
dyp® +uv? > 0N4Byv — 8By — BV +2Bv: — 8y u+2yuv? +4yuv —uvi <0
AN
[ av?—dov+4a—Buv+2Bu+yu>—pu>#A0Vv—2<0V ]

L L L L L (BY?—4Bv+4f —2yuv+ayu+puv? —2uv <OABV—2F —2yu+uv#0Av—2>0)
€)
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Bl2 Case u <OAV <O.

2 2
V 0<a< x<b= dtbabirix o f

abx ua+vb

v 0<a<+x<b= aa®+Bab+yb*+x < /x(Ha+vb) =
a,b.x

Y 0<a<+x<b=x— /x(ua+vb)+ aa*+ Bab+yb> <0 <=
a,bx

a® —a(pa+ vb) + oa® + Bab +yb* <0
V 0<a<b = A —=
@b b? — b(ua+ vb) + aa® + Bab+ yb* < 0
vV 0<a<b = a® —a(ua+ vb) + aa*+ Bab+yb* <0

A

Vb 0<a<b = b>—b(ua+vb)+aa®>+Bab+yb*> <0

a,
The last formulas are handled by a quantifier elimination software, namely QEPCAD-B. After
simplification we obtain:

Y<OAYy—Vv+I1<0ANa+B+y—u—v+1<0A

B-v<OVB—v+2(a—p+1)>0vay(a—pu+1)+(f-v)>>0]A
B-pn<O0VB—-20—u>0 Vda(y—v+1)+(B—u)*>0|.
Bl3 Case u >0AV<OAU+V=0.

az a 2 X
azxo<a§\/i§b:>%zﬁ<:>
false.

Bl4 Caseu >0AV<OApL+V>D0.

az a 2 X
aj,x0<a§ﬁ§bé%zﬁ{:>
false.

Bl5 Case u >0AV<OAu+V<O.

112 a 2 X
ag7x0<a§\/}§b:>%z\/i<:>
Y<OAYy—Vv+1<0Aa+B+y—un—Vv+1<0A
[B—v<OVB—v+2(a—p+1)>0Vay(a—p+1)+(B-v)>>0] A
B—pu<OVp—200—p >0 Vda(y—v+1)+(B—pn)*>0].

Bl6 Case u <OAV>0AU+V=0.

2 b b2
ai,x0<“§ﬁ5b:%2ﬁ‘:’
false.

Bl7 Case y <OAV>0AU+V<O.

2 b b2
ag’x0<a§ﬁ§b:%2ﬁ<:>
false.

Bl8 Case u <OAV>0AUL+V>0.

2 b b2

azxo<a§\/5c§b=>%2\/fc<:>

R @A
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Bl9 Case u >0AV=0.

aa®+Bab+yb*+x
a‘z’x0<a<\f<b:>W2\/;c<:>

YN )
Bl10 Case u =0AV > 0.
2+ Bab-+yb*+
an0<a<f<b:>%2\/?u:>
® @@
Bl11 Case u =0AV <O0.
2+ Bab-+yb*+
qu0<a<\/<b:>%z\/?c<:>
Y<OAYy—Vv+1<0Aa+B+y—un—v+1<0A

B-v<OVB—v+2(a—p+1)>0Vay(a—p+1)+(B—v)>>0]A
B—pu<OVp—200—p>0 Vda(y—v+1)+(B—pn)*>0].
BHZC%eu<OAV—Oaip<a<vﬁ<b:>@ﬁ%%%ﬁﬁzvg¢:
Y<OAYy—Vv+1<0Aa+B+y—u—-Vv+1<0A
B-v<OVB—v+2(a—p+1)>0Vay(a—p+1)+(B—Vv)*>0]A

B
B-u<O0VB—2a—pu>0via(y—v+1)+(B—un)*>0|.

Combining the three lemmas, we obtain the following theorem:

paP+gab-+rb?+x aa’+Babtyb’+x
Theorem 3. aVXO <a<yx<b=0< satib SV TS =

r=0Ag>0Nt—12>20At—qg>0As+t>0Ap+qg+1>0At+s—p—qg—12>0A
[s—q>0Vs—q—2p<0Vap(t—1)+(s—q)* <0]
A\

V>OAU4V>OAL>OAU—2<O0AU+V—2=0Ady—p?>+4u—4>0Aa+B+y—1>0A

[B+2a—pu<OV2B+pu>—2u>0Vaay—py—pB>—p?B+2up — p?o+4po—4a > 0]
Vv
[ V>0AU+V>SO0AL>O0AL—2<0ApL+V—2<0A4y—V2>0A
w2y —4uy+4y—puvB+2vB +via—v? > 0A
[L—1<0AV—1<0]Vau—1<0V4v—1<0]A

[2B—uv>0vup—2B—2va+uv>0Vviay—pu’y— B>+ puvf —via >0

V>OAU+VSOAUS>SOAU—2<0AU+V—-2<0N4u—1<O0AY>0Aa+B+y—1>0A
[B+200—2<0VB>0Viay—4y—p>>0]

>0AA+B+y—pu—V+1I>0A[f—Vv+2(@—pu+1)<OVB—v>0Vay(a—p+1)—(B—Vv)*>0]

= >R >
Vv

—V+1>0A[B4+2a—pu<O0VB—pu>0Via(y—v+1)—(B—pn)*>0]

|<|

VSOAU+V<OAY<OAY—V+1<O0N0+B+y—pu—Vv+1<0A
B—v<OVB—v4+2(a—pu+1)>0Vay(a—pu+1)+(B—v)*>0]A
| [B-u<O0vVB—-20—pu>0 Vda(y—-v+1)+(B—u)* >0

18
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4 Conclusion and Future Work

We have presented two challenging problems (algorithm correctness and optimization) that were ap-
proached using powerful polynomial algebra (resultant and Bézoutian computation, cylindrical algebraic
decomposition) and numerical (interpolation) methods.

Immediate goal of this research is to find the parameters of the loop assignments such that Algorithm
[3] is optimal, given the necessary and sufficient conditions presented in this paper. Also, we plan to
automatize parts of the parameters synthesis, namely those parts which could not be handled by state-of-
the-art quantifier elimination software. Regarding the method presented in Section [2| we plan to extend
it to multivariate polynomials and multiple loop assignments.
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Additional Proofs

A.1 Additional Proofs Lemma 1

Lemma 4. Prove that:

\

‘Z0<a§\/§§b:>pa2+qab+rb2+x>0<:>
a,b.x

s>0At>0—

Pog st Vb 0<a<b = (p+1)a*+qab+rb* >0
a,

Proof. Take po,qo, 1o, S0, %o arbitrary. Assume sg > 0 Afg > 0. Prove

a

Y 0 < a<+/x<b= poa*+qoab+rob* +x >0 <
box

vb 0<a<b = (po+ 1)a® + qoab + roh* > 0
a,

We prove each direction.

” = 7. Take ag, by arbitrary. Assume 0 < ay < by. Prove (po+ l)a% + qoaobo + rob0* > 0.

Instantiate in assumptions a = ag, b = by, x = a%, obtaining:
0 < ag < /a3 < bo = poad+ qoaobo + rob} +af > 0.
Since 0 < ag < ag < by is true, poa(z) + qoaopbgy + rob% + a(z) > 0 1is true, which is equivalent to the goal.

7 <", Take ag,bg,xp arbitrary. Assume 0 < ag < /xg < bg. Prove poa% + goaogbo + rob% + x9 > 0.
Instantiate in assumptions a = ag, b = by, obtaining:

0 < ap < by = (po+ 1)a3 + qoaobo + rob3 > 0.

Since 0 < ag < by is true, (po + l)a(z) + qoaobo + rob(z) >0= poa(z) + goaobo + rob% + a(z) > 0 is true.

But poa% ~+ qoapbo + rob% +x= poa(z) ~+ qoapbo + rob% + a% +x0— a% > 0. Thus the goal is proved.
N——

>0 >0

O]

Lemma 5. Prove that:
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V 0<a<x<b= pa*+qab+rb>+x <0+

a,b.x
p,q?:’,s,ts<0/\t<0:> Vb 0<a<b = (r41)b* +qab + pa* < 0
a,

Proof. Take pog,qo,70,S0,%p arbitrary. Assume sy < 0 Aty < 0. Prove
VY 0<a<x<b= pa®+qab+rb>+x <0<+

a,b.x
Vb 0<a<b = (r+1)b*>+qab+ pa®> < 0
a,
We prove each direction.
” =", Take ap, by arbitrary. Assume 0 < ag < by. Prove (ro+ l)bé + qoaopbo + poa(z) < 0. Instantiate in
assumptions a = ag, b = by, x = b(z), obtaining:
0 < ag < \/b3 < bo = poad + qoaobo + rob} + b} < 0.
Since 0 < ag < by < by is true, poa% ~+ qoapby + rob% +b(2)(ro + l)bg ~+ goapbo —i—poa(z) < 0 is true,
which is equivalent to the goal.
? <= 7. Take ag,bg,xo arbitrary. Assume 0 < ag < ,/xo < by. Prove poa(z) + goaogbg + rob% +x9 < 0.
Instantiate in assumptions a = ag, b = by, obtaining:
0 < ag < by = poaj + qoaobo + rob§ + b§ < 0.
Since 0 < ag < by is true, poa(z) ~+ goapbo + rob% + b(z) < 0is true.
But poag ~+ qgoaopbo + rob(z) +x= poa(z) ~+ qoaopbo + rob(z) + b% +x0 — b(z) < 0. Thus the goal is proved.
~——

<0 <0
O
Lemma 6. Prove that:
VY 0<a<+x<b= (pa*+qab+rb*+x)(sa+tb) > 0 <=
V §>0At<0As+t=0= | abx
Pt false
Proof. Take po,qo, 1o, So,to arbitrary. Assume sg > 0 Aty < 0Asg+19=0. Prove
Y 0 < a</x < b= (poa*+qoab+ rob* +x)(soa+toh) > 0 <=
a,b.x
false
We prove each direction.
” = ". We prove the contrapositive, i. e.
%I 0 < a < +\/x < bA(poa*+ qoab + rob* +x)(soa +tob) < 0.
a,b.x
Take a = b =x = 1. We obtain 0 < 1 < /1 < 1A (po+qo+ro+1)(so+19) = 0 < 0. Thus the goal
is proved.
” <", Evidently true.
O

Lemma 7. Prove that:
VY 0<a<+x<b= (pa*+qab+rb*+x)(sa+th) >0

¢ ¢ a,b.x
p,q,vr,s,ts>0/\ <OAs+i<0= ¥O<a§\/i§b:>pa2+qab+rb2+x<0
a,bx

Proof. Take po,qo, 1o, S0,y arbitrary. Assume so > 0 Aty < 0Asy+1 < 0. Prove
V 0<a<+x<b= (poa®+qoab+rob* +x)(soa+tob) > 0 <=

a,b.x

VY 0<a</x<b= poa®+qoab+roh*> +x <0

a,b,x
We prove each direction.

” =", Take ay, by, xg arbitrary. Assume 0 < ag < ,/xg < bg. Prove poag ~+ qoapbo + rob% +x9 < 0.
Instantiate in assumption a = ag, b = by, x = xp, obtaining:
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0<ap < /xo<by= (p()a% + qgoaopbo + }’()b(z) +x0) (soao + tobo) > 0.

Because 0 < ap < /xg < by is true, (poa% ~+ goaopbo + rob(z) +x0) (soao + tobg) > 0 is true.

But soao + tobo = (so+1t0) ao +bo—ap to < 0. Therefore poa% ~+ qoaobo + rob(z) + xp < 0, which

N N N N~
<0 >0 >0 <0

is actually the goal.
” «=". Take ao, by, xo arbitrary. Assume 0 < ag < /xo < bg. Prove (poa% + goaogbo + rob(z) +x0) (soao +
l‘obo) > 0.

Instantiate in assumption a = agp, b = by, x = xp, obtaining:

0 < ag < /Xg < by = poag + qoaobo + rob§ + xo < 0.

Because 0 < ap < /xg < by is true, poag + qgoaopbo + rob(z) +xo < 0 is true.

But soag + tobo < 0. Therefore ( poa% ~+ qoapby + rob(z) +x0)(Soao +tobo) > 0, which is actually the
goal.

O

A.2 Additional Proofs Lemma

Lemma 8. Prove that:
Y 0<a<+x<b=x—/x(sa+th)+ pa®+qab+rb* +x <0+
a,bx

Vo s>0AL>0— a? —a(sa+1tb) + pa* + qab +rb* <0
Parst V 0<a<b = | A
@b b* —b(sa+tb) + pa*+qab+rb* <0

Proof. Take po,qo, 1o, S0,y arbitrary. Assume so > 0, fo > 0. Prove
VY 0<a<x<b= x—/x(soa+toh)+ poa® + qoab + rob* +x < 0 <=

a,b.x
a® — a(soa + tob) + poa® + qoab + rob* < 0

V 0<a<b = | A
“b b2 — b(soa + 1) + poa® + qoab + rob? < 0

We prove each direction.
” =", Take ay, by arbitrary. Assume 0 < ag < by. Prove ad — ao(soao +1tobo) + poa3 +qoaobo +robj < 0
and b3 — bo(soao +tobo) + poa3 + qoaobo + rob < 0.

Instantiate in assumption: a = ag, b = by, x = a%, X = a%, obtaining:

0<ag<y /a% <b= a% —ao(soa +tobo) —|—poa% ~+ goaopbo + rob% <0and
0<ay< \/% <b= b(z) — b()(S()ao + t()b()) —i—poa% + goaopbo + I’ob% <0.

Because 0 < ap < \/% <band 0 < ap < \/;% < b are true, a(z) —ao(soap +tobo) + poa% ~+ qoapbo +
rob% < 0and b% — bo(soap +tobo) + poa% ~+ goaopbo + rob% < 0 are true, which are actually the goal.
? <= ". Take ag,bg,xo arbitrary. Assume 0 < ag < /X9 < bg. Prove xo — \/)To(soao + tobo) +p0a% +
qoaobo + rob3 < 0.
Instantiate in assumption: a = ag, b = by, obtaining:
ag — ao(soao +tobo) + poag + qoaobo + roby < 0
O<ag<by= | A
b(z) —bo(soap +tobo) + poa% ~+ qoaobo + I’ob% <0
Because 0 < ag < by is true, a% —ao(soao +tobo) + poa% ~+ qoapbo + rob% <0 and
b% — bo(soaop +tobo) + poa(z) + qoaopbo + rob%) < 0 are true.
Let f(\/xT)) =Xxp— \/)To(San + t()b()) + poa(z) ~+ qoaobo + I’ob(z). f is convex.
Consider the cases in Figure
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Figure 1: Shape of f(y/X0) = xo — v/X(soao +tobo) + poag + qoaobo + rob3 on [ag, by (Lemma .
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1. Prove by < ap = [0 <ag<by= f(vx) < 0].
<

But [by < ap = [0 < ayg < by = f(vx) <0]] < [bo <ap N0 < ayg < by = f(y/x) <0] <
[false = f(y/x) < 0] <> true.

2. Prove 0 < ap < by = f(y/x) <0.

Let f(ap) and f(bo) be two values of the function. Assume w.l.o.g. that f(bp) is the maximum of
the function.

But f(bo) = b(z) — bo(soao + tobo) +poa% + goaobo + rob% < 0. Therefore f(,/Xg) <0, for 0 < ap <
VX0 < bo.

Lemma 9. Prove that:

Y 0 <a<+x<b=x—/x(sa+1tb)+ pa*+qab+rb* >0 —
a,bx

Yas saftb <p=[0<a<b=—(22)2+ pa®+ qgab+rb> > 0

A
p,q?:’,s,ts<0/\t<0:> Vb 0<a<b= a’—a(sa+tbh)+ pa*+qab+rb>>0
a7

A

Vb 0 <a<b= b>—b(sa+1th)+ pa*+qab+rb> >0

Proof. Take py,qo, 70,50, arbitrary. Prove
[V 0<a<x<b=x—/x(soa+1tob) + poa® + qoab + roh* > 0 <=

a,b.x

Z’bag w <b=[0<a<b= —(W)z—kpoaz—}—qoab—kmbz > 0]

A

Vb 0<aSb:>az—a(soa—i-tob)+p0a2+qoab+rob220
a7

A

A 0 < a < b= b>—b(soa+toh) + poa’® + qoab + roh*> > 0
a'/

Denote U = spa+1tgb and V = p()a% ~+ qoapbo + i"()b%.
Take f(1/x) =x—U+/x+V.

The goal can be rewritten as:
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Figure 2: Shape of f(/x) =x—U/x+V on [ag, bo] (Lemmal9).
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[vbo<ag%§b;»f(%)zo]A[vbo<a§b;»f(a)20]A[\7bo<agb;»f(b)zoﬂ

We prove each direction.
” = ”. We prove each conjunct individually.

1. Take ag, by arbitrary. Assume 0 < ap < % < by. Prove f(%) > 0.
Instantiate in assumption a = ag, b = by, x = (%)2, obtaining: 0 < ag < 4/ (%)2 <by= f(5)>0.

Because 0 < ag < % < by is true, f (%) > 0 is true, which is actually the goal.

2. Take ag, by arbitrary. Assume 0 < ag < bg. Prove f(ap) > 0.
Instantiate in assumption a = ag, b = by, x = aj, obtaining: ag < (/a3 < by = f(y/a3) > 0.

Because 0 < ag < ag < by is true, f(ap) > 0 is true, which is actually the goal.

3. Take ag, b arbitrary. Assume 0 < ag < by. Prove f(by) > 0.
Instantiate in assumption a = ag, b = by, x = b%, obtaining: ag < 1/b% < by = f(4 /b%) > 0.
Because ag < by < by is true, f(bg) > 0 is true, which is actually the goal.

” «=". Take ag, by, Xxo arbitrary. Assume ag < /X < bo. Prove f(,/x9) > 0.

Instantiate in assumptions a = ag, b = by, obtaining:
0<a0§\/)70§b0:>f(%) 20,0<a()§b0:>f(a0) 20and0<ao§bo:>f(bo)20.

Consider the cases in Figure[A.2]
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1. Case by < ag. We have to prove that: by < ap = [0 < ag < \/xo < bo = f(/x0) > 0].

But [by < ag = [0 < ap < \/Xo < by = f(/X) > 0]] <>
[bo < ag N0 < ag < /xXo < by = f(/X0) > 0] <= |false = f(\/xo) > 0] <= true.

2. Case % < ag < by. We have to prove that: % <ap <by=[0<ay</x <by= f(y/x0) >0].
But f is monotonic on [ag, bo), f(ag) > 0 and f(by) > 0. Therefore f(,/xo) > 0 on [ag, bo)].

3. Caseag < by < % We have to prove that: ay < by < % = [0<ag < /X0 < by = f(\/x0) >0].
But f is monotonic on [ag, bo), f(ap) > 0 and f(bg) > 0. Therefore f(,/x0) > 0 on |ag, b].

4. Case ap < % < by. We have to prove that: ay < % <by=[0<ag <X < by= f(\/x0) >0].
But f is convex and f/(,/x) = %. Therefore ¥ is a minimum and further f(¥) > 0. We conclude

that f (/o) > 0 on [ag, by).
O

Lemma 10. Prove that:
V s<0At<0= avbo <as me <b=- (sagtb)2+Pa2+qab+rb2 > 0=
s
p7q7r7s7t true

Proof. Take po,qo, 1o, So, %o arbitrary. Assume sg < 0 and 79 < 0.
Prove VO <a < W <b= — (30““"[’) + poa® + qoab + rob* > 0 < true.

a,b

) ; 0Nty <ONAa>0Nb>0 +tob<0
But frue [V0<d§ soa—&-tob Sb:>_(Aou-‘rtob)z_*_poaz+qoab+r0b2ZO]S0< to<OAa> >0=spa+1ob<

[false = — (S°a+’°b) + poa® + qoab + rob?* > O] <= true. O

Lemma 11. Prove that:

pa*+-qab+rb®+x
anO<a<‘[<b:> sa+tb S\/;C<:>

VO<a< x<bAsa+thb<0= pa*+qgab+rb*+x> \/x(sa+tb
Vs> O0Ar<OAsI=0ms | | apd S9SVES paT4 = vl )
Dq,hS,t A
V a(0<a<yx<bAsa+tb=0)

a,b.x

Proof. Take py, qo, ro, So,Zo arbitrary. Assume so > 0, 7o < 0, sg 4+ = 0. Prove
VY 0<a<x<bAsoa+toh < 0= poa®+ qoab + rob* +x > \/x(soa+tob)

a,b.x
VAN
V o(0<a< ﬁSbASOa+tob:0)

a,b.x
” = ". We prove each conjunct individually.

1. Proof of Y 0 <a<\x<bAsoattogh < 0= poa®+qoab -+ rob* +x > \/x(soa+tob).
a,b.x
Take ay, by, xo arbitrary. Assume 0 < ag < /x < by, soap+tobo < 0. Prove poa(z) + qoaobo + rob% +
x> \/)T()(S()ao +10bg).

Instantiate in assumption a = ag, b = by, x = xp, obtaining 0 < ap < /xg < by =
V.

. p0a0+q0a0b0+rob0+x0 .
Because 0 < ag < +/x9 < by is true, Sodo oBo < /x s true.

p0a0+q0a0bo+rob0+xo <
soaop~+tobo
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But soap +1t0bo = (so+1) ao + to (bo—ap) <0
N e N NN e’
=0 >0 <0 >0
Because sgag +toby < 0 is true, poa% ~+ qoapbo + Fob% + X0 > /X0 (Soao + tobo) is true.

2. Proof of V —(0<a<+/x <bAspa+tob=0).

a,b.x

We prove the contrapositive 3 0 < a < /x < bAspa+1tohb =0. Take a = —ty, b = 59, X = S0,

a,b.x

|to] < |so|. We obtain 0 < —1p < 59 < 59 A —sofo + soto = 0, which is true.

” <= . Take ag, by, xo arbitrary. Assume 0 < ag < /%o < by. Prove Z °aé+zgzgﬁo+b?bgﬂo < /X0.
Instantiate in assumptions a = ag, b = bg, x = xp, obtaining:
0 < ap < /%0 < by Asoao +tobo < 0 = poad + qoaobo + robg +x0 > \/Xo(soao + tobo) and —(0 <
ag < /xo < by A\ soap +1toby = 0).
Because 0 < ag < \/Xg < by and soao + tobo < 0 are true, - 04 t+dodobotTob 0 < /X0.

soao-+tobg
]
Lemma 12. Prove that:
V =(0<a< x<bAsa+tb=0)<—
V s>0At<0As+t=0= | abx
Pgrsit false
Proof. Take po,qo, 19,50, arbitrary. Assume sg > 0, fy < 0, s +19 = 0. Prove
Y —(0<a<x<bAspa+tb=0) <=
a,bx i
false
” =—". We prove the contrapositive %I 0<a<+x<bAspa+tob=0. We take a = —ty, b = 50, x = S0,
a,bx
|to| < |so|- We obtain 0 < —z9 < 5o < 59 A —soto + sofo = 0 = 0, which is true.
” <=". Evidently true.
]
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