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Kurzfassung

Die Anzahl an privaten Photovoltaik (PV) Anlagen steigt stetig. Ein wichtiger

Aspekt dieser Anlagen ist, dass diese durch den stetigen Zuwachs die Netzspan-

nung und dadurch auch die Netzqualität durch Umweltein�üsse negativ beein�ussen

können. Wenn kein Energiemanagement System in einem Haushalt mit PV Anlage

realisiert ist, speist diese Anlage überschüssige Energie ins Netz ein. Bei zunehmen-

der Anzahl dieser Anlagen in der gleichen Region, kann dies beispielsweise um die

Mittagszeit zu Spannungserhöhungen im Energienetz führen. Bei wolkigen Wetter-

bedingungen kann sich die erzeugte Leistung durchaus im Minutenbereich von der

Spitzenleistung auf null Watt ändern. Im schlimmsten Fall tri�t diese Situation auf

alle PV Anlagen in der gleichen Region zu, z.B. verursacht durch eine groÿ�ächi-

ge Bewölkung, und die Energie für die Endverbraucher, die im Normalfall von der

PV Anlage bezogen wird, muss dann vom Energienetz bereitgestellt werden was die

Netzspannung und somit auch die Netzqualität beein�ussen kann. Diese Arbeit be-

schäftigt sich mit PV Anlagen, die zusätzlich einen Batterie beinhalten um einerseits

den Ein�uss der Photovoltaik Anlagen aufgrund von Umweltein�üssen auf das Ener-

gienetz zu reduzieren und man sich andererseits als Netzverbraucher mit einer PV

Anlage unabhängiger vom Energiemarkt machen kann. In dieser Diplomarbeit wird

die Pro�tabilität einer Batterie in Kombination mit einer PV Anlage berechnet, ba-

sierend auf zwei unterschiedlichen Abrechnungssystemen der Energieversorgungsun-

ternehmen, Time of Use und Real Time Pricing. Der verwendete Batterietyp für die

Berechnung ist eine LiFePO4 Batterie. Die Berechnung zielt auf die optimale Wirt-

schaftlichkeit des Gesamtsystems wobei die Batteriegröÿe (Kapazität und maximale

Lade- / Entladeleistung) die veränderliche Variable in dem Berechnungssystem ist.

Mit Real Time Pricing wurde keine �nanzielle Ersparnis durch die Batterie erreicht,

wohingegen mit Time of Use ein positiver Pro�t erzielt werden kann.
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Abstract

The number of residential photovoltaic (PV) systems is increasing steadily. An

important aspect of these systems is that with a rising penetration level the grid

voltage can be in�uenced which also a�ects the power quality due to environmental

conditions. If no energy management system in a household in combination with

a PV system is implemented then this system feeds the surplus power into the

grid. A rise in the penetration level of PV systems in the same region may cause for

example an increase in the line voltage without using an energy management system.

In cloudy weather conditions, the power generated may change in the minute range

of the peak power down to zero watts. In the worst case, this situation applies to

all PV systems in the same region, e.g. caused by a large cloud, and the energy for

the end user, which is normally obtained by the PV system, has then to be provided

by the energy grid which may e�ect the line voltage and therefore the grid quality.

This work deals with PV systems, which include an additional battery to reduce the

in�uence of PV systems due to environmental in�uences on the energy grid and to

be more independent as a consumer from the electrical energy price development.

In this thesis, the pro�tability of a battery in combination with a PV system is

calculated based on two di�erent utility rating systems a time of use and real time

pricing. The battery type used in this study is a LiFePO4 battery. The calculation

result outputs the most cost e�ective battery size (capacity and maximum charge

/ discharge power). With the real time pricing utility rate, no positive pro�t was

achieved using the battery, whereas applying the time of use rate, a positive pro�t

was achieved.

VI



Chapter 1

Introduction

The electrical energy demand is growing year by year. Figure 1.1 shows the de-

velopment of the energy consumption from 1949 to 2009, classi�ed by the end-use

sector.

Figure 1.1: Energy consumption development, divided by end-use sector [1]

In the last 20 years, the industrial demand has been decreasing. However, the

residential, commercial, and transportation sectors have been rising since this time.

Approaches to meet the rising energy demand are either to install extra power plants

or to reduce the demand by energy e�ciency methods. The extra power plants can

be centralized or distributed realized, centralized with high power generating plants
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Chapter 1. Introduction

or distributed directly at the consumer. In order to reduce the complexity of this

work, only distributed renewable energy systems should be considered. Common

renewable energy sources for this application would be photovoltaic (PV) systems

or wind turbines. This work considers just PV systems as distributed renewable

energy sources (DRES) as it is found in most of the literature [3, 6, 7] and it is more

practical to install it at a residential house. In addition to global considerations,

other bene�ts can be gained out of the system like independence from the energy

market. Figure 1.2 shows the development of the electricity price since 1973. It is

clearly visible that the price is rising steadily. By installing of PV systems as DRES,

the consumer gained more independence from the market price as most of the used

energy is produced with the PV cell.

Figure 1.2: Electricity price development [22]

It has to be considered that the output power of photovoltaic systems is in�uenced

by environmental factors. Equation 1.1 [6] shows the output power as a function of

the irradiation of the sun and the air temperature.

PPV = (−0.006825Tambient + 1.171)Pincl Pfc
Pglobal

Pisoref

Pmax ref (1.1)

Tambient ... surrounding air temperature of the PV cell [°C]

2



Chapter 1. Introduction

Pincl ... inclination correction; a value between 0 and 1

Pfc ... longitudinal correction; a value between 0 and 1

Pglobal ... global solar irradiation
[
W
m2

]
Pref iso ... reference solar irradiation

[
1000 W

m2

]
Pref max ... maximum output power of the PV array at 1, 000 W

m2 and 25 °C

A variation in the irradiation in�uences the grid as the PV generator's output power

is changing. In situations with a low power output from the DRES, the grid has to

provide the necessary energy for the consumer loads. If the PV power exceeds the

consumer demand, the PV power will be fed into the grid.

In principle, there are two di�erent irradiation changes, fast and slow. A fast change

can be caused by changing cloud situations, where the output power drops in a

time range of some 10 seconds. The slow change is caused by a position change of

the sun. Figure 1.3, 1.4 and 1.5 shows the output power for di�erent irradiation

scenarios. The output power pro�les of Figure 1.3 to Figure 1.5 originate from the

same photovoltaic system on the same location but the seasons are di�erent which is

the reason for the di�erent peak power values. Figure 1.3 is a day in March, whereas

Figures 1.4 and 1.5 are power pro�les from May. In the case of Figure 1.6 it is a

day in January. The ideal conditions are full sun during the day (Figure 1.3). On

sunny days with intermittent clouds it is possible for the output power of the PV

to decrease from nominal power to almost 0 Watt in a very short time (Figure 1.4),

which in�uences the line voltage through a change in the direction of the power

�ow. Changing power �ow directions and power �uctuations caused by changing

irradiation situations cause changing voltage drops on the power line. Consequently,

in situations of low grid integration serious problems with a varying line voltage may

occur. Therefore, a throughout cloudy day as it is shown in Figure 1.5 in�uences

the behavior of the grid voltage through a �uctuation between producing power

and using it from the grid. These e�ects may cause serious energy quality problems,

which rises with a rise in the penetration level of PV systems. It is also possible that

there is a rather low power generation for the whole day in the case of Figure 1.6.

The measured peak power on this day is 1.1 kW , which is just 10 % of the power peak

value before and after that day. All mentioned scenarios must be considered in order

to keep the grid quality within given standards independent from the environmental

conditions.

3



Chapter 1. Introduction

As mentioned above, if the power of the PV generator exceeds the load power in a

system without an energy storage device, energy is fed into the grid. Depending on

the power and the penetration level1 in this area, a voltage rise appears through that

reverse power �ow. The utility is responsible to keep the line voltage in a speci�ed

range. Counteractions such as reducing the power generation of grid power plants

have to be initiated in order to meet the energy quality standards.

Figure 1.3: PV output power pro�le on a sunny day [24]

1�When PV penetration reaches high enough levels (e.g., 5 to 20% of total generation) however,
the intermittent nature of PV generation can start to have noticeable negative e�ects on the entire
grid.� [7].
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Chapter 1. Introduction

Figure 1.4: PV output power pro�le on an unsettled day [24]

Figure 1.5: PV output power pro�le on a cloudy day [24]

5



Chapter 1. Introduction

Figure 1.6: PV output power pro�le on a cloudy day [24]

Figure 1.7: PV power and load power pro�le [24]

As an example a detailed situation of PV power generation and consumer demand

for one residential application is given in Figure 1.7. The peak load of the consumer

is at 7 : 15 pm, whereas the PV power peak is at 1 : 30 pm. The load power

pro�le, shown in Figure 1.7, has an average base load of 4.5 kW , which is higher

6



Chapter 1. Introduction

than the PV power during the night. The PV power exceeds the load power from

9 : 30 am to 5 pm. After this time the load power rises and reaches its maximum

value of 10.27 kW . The peak power of the PV system is 9.75 kW in this speci�c

case. Therefore, most time of the day the power demand is not met by the PV power

generation. Consequently, a continuous power feed in and consumption interrelation

with the grid or with any storage device will appear.

There is a necessity for power management including some energy storage capacity.

The energy storage system in combination with a power management system helps

to stabilize the grid voltage. In the case of residential energy storage, a power

management system may provide a back up function. An energy storage system can

be provided by the utility or by the customer. Possible solutions from the utility

side are:

� apply batteries at substations

� adopt the power from power plants

� apply pumped storage power stations

The most common way to compensate for the power mismatch from the customer

side is to integrate a secondary battery (in the following just mentioned as battery)

into the home grid system.

7



Chapter 1. Introduction

Figure 1.8: Di�erent application area of battery energy storage systems [28]

It has to be emphasized that storage of electrical energy may be applied at every grid

level and not at user level only. Figure 1.8 shows examples for further applications

of electrical energy storage from the production to the consumer level. In this work

the close focus is on the customer side only.

Using a photovoltaic generator in combination with an energy storage unit can solve

the power mismatch problem, as outlined in Figure 1.7.

Figure 1.9: Qualitative diagram of a PV and a load power pro�le

Figure 1.9 shows qualitatively a PV and a load power pro�le. The green graph is

8



Chapter 1. Introduction

the PV power pro�le and the purple graph is the load power pro�le. Without using

a battery, the shaded area is either the power which has to be taken from the grid

(indicated by �2�) or which has to be fed into the grid (indicated by �1�). Figure

1.10 shows this scenario.

Figure 1.10: Grid power pro�le without a battery

The energy storage demand may be covered by either the grid or any battery. In

an ideal case, using a PV system in combination with a battery causes the power

exchange with the grid to equal zero (indicated in Figure 1.10 by �Grid power pro�le

in case of a battery implementation�).

Such an operation of balanced energy management (no energy exchange with the

grid) can be realized with small battery stacks for short time intervals. Long term

balanced energy management requires huge energy battery systems and high invest-

ment costs consequently.

9



Chapter 1. Introduction

Figure 1.11: Structure of a residential PV system with a battery energy storage
system

A basic microgrid2 system, using a battery as an electrical energy storage is shown

in Figure 1.11. The structure shows a grid connected system, using a PV as DRES

and a battery as energy storage, which is controlled by a power controller. This

controller algorithm decides whether the battery has to be charged or discharged.

The power controller in�uences the power �ow based on energy balance aspects.

Additionally, if the momentary energy costs are considered, a cost optimization may

be achieved. If energy costs are low, the battery could be charged and if energy

costs are high, energy from the battery may be fed into the grid.

Based on energy cost considerations strategies may be applied. Typical strategies

may be:

� Peak shaving

The peak shaving mode is used for demand charge ratings which means that

2�A microgrid is de�ned as a distribution system with distributed energy sources, storage devices,
and controllable loads, that may generally operate connected to the main power grid but is capable
of operating as an island�. [8], page 217

10



Chapter 1. Introduction

the energy costs are based on the peak value of the power used. Therefore,

the focus of this operation mode is to reduce the peak load to a speci�ed

value either with the PV generator or the energy storage. To lower the peak

value used from the grid a control algorithm is used. It depends on the utility

whether demand billing can be applied just a commercial customer or also

for residential customer as well. Typically, this mode is just for commercial

consumer.

� Load shifting

Load shifting uses energy storage to meet the energy demand at expensive

energy rates with the storage. It is similar to the peak shaving mode, but

the main objective is di�erent. This application considers the rates from the

utility to decide the source of the used energy.

� Demand response

This mode considers the utility energy rates and applied to high power devices

which are �exible in the time of use, for example a storage water heater. This

is a typical device for demand response because it does not matter at which

time a customer's water is heated (it is assumed that amount of stored hot

water in the tank reaches for at least a whole day). It is necessary for the

application of demand response to have information from the current utility

rate. There has to be a communication in between the utility and the customer

to get current electricity rates.

� Outage protection

In the case of a power blackout, energy is fed from the ESS during the o� time.

Therefore the microgrid has to be disconnected from the grid and changes to

islanding mode. [3] describes a method of sizing the energy storage according

to outage statistics using a Monte Carlo simulation based on the time and

duration of outage events.

� Grid power quality control

If the grid voltage or the frequency reaches a value out of the speci�ed limits,

the system changes from grid connected to islanding mode and the battery

covers the energy consumption as described in the outage protection mode.

To increase the cost e�ciency of a residential house, an energy management strat-

egy (EMS), which is based on a combination of the previously mentioned operation

11



Chapter 1. Introduction

modes, must be investigated as each mode has a di�erent objective. The new op-

eration mode, developed for this model, will be based on load shifting and demand

response as both modes have a similar focus. Peak shaving is also indirectly dis-

cussed, but not directly focused on, because the objective is to keep the high rated

energy use from the grid as low as possible which meets the de�nition of peak shav-

ing indirectly, as there is no speci�c value for the allowed peak power. The other

options mentioned above such as outage protection are additional modes which are

possible to apply, however the implementation of these functions is not considered

in this work.

There are lots of possibilities to store electrical energy for residential applications

such as:

� pumped storage power plants

� batteries

� super capacitors

� fuel cells

The pumped storage power plants are just possible to use in individual cases such

as a farm in the mountains.

Batteries are used for both sides, the utility and the consumer side as they are

available from small capacities.

Super capacitors have some advantages compared to batteries, such as a higher life

cycles and a higher e�ciency with almost η ≈ 100 % [10]. The biggest disadvantage

of supercapacitors is that the self discharge over time is rather high. It reaches a

value of more than 10 % of its stored capacity if there is no load connected for 1 day.

Furthermore, the cost per Wh is about 10 times higher and the speci�c energy is at

least 20 times lower compared to a Li-Ion battery.

Fuel cells would also be a possible technology to store energy but it is not a fully

developed technology as there is still some research needed on this topic. Only

expensive prototypes are available.

As a conclusion of the considerations above, the battery is the most proper energy

storage with respect to �nancial and technical aspect. The following paragraph

shows the state of the art of battery energy storage systems (BESS), which is derived

12



Chapter 1. Introduction

from the references [10-12]. The most common way of storing electrical energy in

the residential sector is using a battery.

The most common battery technologies which are available on the market are dis-

cussed below.

� Lead-Acid

The Lead-Acid battery is the most commonly used battery type in the indus-

trial �eld. The cathode electrode is lead dioxide, whereas the anode consists

of lead. The applied electrolyte is a sulfuric acid. Reasons for using this old

type of battery is the low capital cost and the high e�ciency (Table 1.1).

Advantages Disadvantages

Cost e�ective Low energy density
Good roundtrip e�ciency High maintenance

Low self-discharge Low cycle lifetime
Mature technology Low calendar lifetime

Environmentally hazardous
materials

Table 1.1: Qualitative characteristics of Lead-Acid batteries

� Lithium-Ion (Li-Ion)

The cathode of a Li-Ion battery is a lithiated metal oxide. The anode is made of

graphitic carbon. The used electrolyte is composed of a lithium salt. The main

advantage of this technology is that it has a higher energy density compared to

older technologies, like the Lead-Acid battery or the Nickel-Cadmium battery.

The price of Li-Ion batteries was very high at the time of introducing this

technology. The price decreased after the �rst �ve years by a factor of three

which is shown in Figure 1.12. The increased energy density of this technology

is also shown in this �gure.

13



Chapter 1. Introduction

Figure 1.12: The development of the price and the energy density of Li-Ion batteries
[33]

Table 1.2 shows the main attributes in summary.

Advantages Disadvantages

Excellent e�ciency High cost
High energy density Low cycle lifetime

Safety concerns (explosion,
�re)

Table 1.2: Qualitative characteristics of Li-Ion batteries

The main application of this battery type is in mobile electronic devices and

hybrid electric vehicles.

� Lithium-Iron-Phosphate (LiFePO4)

The LiFePO4 battery is based on the Li-Ion battery technology. The cathode

is made of a LiFePO4 material, and the anode is made of graphite. The

applied electrolyte is a polymer. This particular kind of Li-Ion Battery is

the safest and cheapest development compared to other ones, like LiCoO2 or

Li4Ti5O12, according to [15]. A résumé of the most important characteristic

of this battery type is shown in Table 1.3.

14



Chapter 1. Introduction

Advantages Disadvantages

Safer than traditional
Li-Ion Batteries

High price for the batteries

High power density Low conductivity (not
usable for high power

applications)
Lower cost than traditional

Li-Ion Batteries
High temperature range
Environmental friendly

material used
Very stable voltage in a

certain band
Cheap raw material used
High energy density

Table 1.3: Qualitative characteristics of LiFePO4 batteries

The current application area of this battery type is for full electric vehicles

because of the high energy density, as well as for the mass to volume ratio.

It is an important characteristic for cars to keep weight low to achieve high

energy density.

As a summary, the energy density of the most common battery types used is shown

in Figure 1.13 and the comparison of the mentioned battery technologies is shown

in Table 1.4. In this table the technologies are rated with the symbols: -, o, and +

from bad to good.

15
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Figure 1.13: Energy density of common battery technologies [34]

Lead-Acid Li-Ion LiFePO4

Price / capacity + o -
Energy density - o +
Safety concerns o - +
Cycle lifetime - o +

Charge / discharge
e�ciency

- o +

Table 1.4: Comparison of Lead-Acid, Li-Ion, and LiFePO4 batteries

LiFePO4 batteries are considered in this study because this technology will succeed

in the market. This technology is still expensive, but it is reasonable to assume

that the price will drop within the next �ve years. This assumption is based on

the price development of the Li-Ion batteries (Figure 1.12), where the market price

reached one third of its initial price within the �rst �ve years. In addition, the cost

for raw materials for LiFePO4 is cheaper than for traditional Li-Ion, which further

supports the assumption that the price of the LiFePO4 battery technology will drop.

A second criteria for the LiFePO4 battery is the energy density. For example, it

is important for electric vehicles to have the lowest weight possible to increase the

reachable distance. Energy density is also important for residential PV applications.

Two important factors, size and weight, have to be considered. Larger batteries take
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up more space in a home, so a small battery is optimal. Additionally, battery weight

must be controlled because residential �oors have a limited speci�c load.

Pro�t is gained in this system by controlled charging or discharging of the battery.

It can either be charged from the grid if the electricity price is cheap or from the PV

if there is surplus energy available. Therefore, the utility rate has a big in�uence

on the economic e�ciency. There are, in practice, three di�erent rating systems

available:

� �at rate

� time of use (TOU)

� real time pricing (RTP)

First, �at rate pricing means that the price for electricity is independent of the

time of usage. It may di�er from summer to winter but it does not change from

daytime to nighttime. This is still a common accounting method, but it will loose

its importance considering the introduction of smart grids3.

Second, the time of use rate is an electricity pricing rate with at least two di�erent

prices per day. Usually there is an on peak and an o� peak price. Also a semi peak

price is sometimes applied, depending on the utility. Some States already have this

rate introduced:

� New York

� Arizona

� Nevada

� Oregon

� Florida

� California

The utility in Berkeley, California, Paci�c, Gas, and Electric Company (PG&E), is a

good example of an established TOU rating system. Considering economic aspects

3In this speci�c case, a Smart Grid is a microgrid with an energy management strategy to
control the DES and the BESS to increase the cost e�ciency.

17



Chapter 1. Introduction

with this rating, a PV power pro�le is compared with the applied price rate (Figure

1.14). The correlation between the generated electrical power and price rate is very

high. Therefore, if the produced PV power will be feeding into the grid, either a

high �nancial bene�t can be gained or the energy demand can be covered by the

PV cell to bypass expensive electricity rates.

Figure 1.14: Comparison of the TOU rate structure with the PV power pro�le from
PG&E (based on [9])

In Tallahassee, Florida, the TOU rate program started on the 1st November, 2010

and is still a pilot project, which is open to 2,000 customers [25] at the moment.

Figure 1.15 shows the correlation of a PV power pro�le and the applied TOU rate

from Tallahassee. As the on peak of this TOU rate is between 7am and 7pm, the

correlation with the PV pro�le is very good.

18
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Figure 1.15: The applied TOU rate compared with the used PV power pro�le [24, 25]

The last rating system which should be discussed is real time pricing (RTP). In

this system, the electricity price changes hourly and is based on the current energy

market price. RTP is only available in Illinois and Southern California available, as

it is still a new rating system. The utility company in Southern California, EDISON,

provides the RTP rate just for industrial usage. ComEd, a utility company from

Illinois, provides this rating for the residential customer. Therefore the rating from

Illinois is used in this research, as the treated application area is the residential

home. The correlation of any day with the PV power pro�le is shown Figure 1.16.
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Figure 1.16: The applied TOU rate compared with the used PV power pro�le [24, 26]

The correlation between the PV power pro�le and the electricity price rate is not as

high as with the TOU rate.

ComEd provides one day ahead predictions for the electricity price of the next 24

hours. They also provide the previous electricity rates (real price rates and predicted

ones) at their homepage [26]. Figure 1.17 shows the real electricity price, blue line,

compared to the predicted one, magenta line. There is a big di�erence in between

these rates, e.g. around noon, which makes it di�cult to create an optimum power

management to gain the highest pro�t out of such a system.
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Figure 1.17: Comparison of the day ahead price and the real time price [26]

For the pro�tability it is important to consider both possibilities for the customer,

using electrical energy from the grid or feeding electrical energy into the grid (e.g.

PV surplus power). As an example, Tallahassee utility has a 1:1 quote for the feed

in, which means that the amount of money that can be gained by feeding into the

grid equals to the cost of using electricity from the grid.
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Chapter 2

Scienti�c question

In summary, there is a steady rising energy demand which has to be covered by

proper systems. Battery storage combined with photovoltaic systems is a possible

approach to solving these demand issues. These system controlled by power man-

agement can assure the grid quality due to a rise in penetration level of DRES.

These systems are a popular topic in the literature [3, 4, 5]. Previous work [2] on

the optimization of electricity usage of a commercial building uses a battery for

storage, however there is no DRES considered in this speci�c application. Peak load

shifting is used to enlarge the bene�t of such a system. An important point is that

for this calculation no battery model is used and therefore the calculated lifetime

of the battery is just an estimation as well. Additionally, the load pro�le used [2]

in is estimated. A similar study [3] examines an industrial usage of a PV system.

In that paper the objective is to calculate the optimal battery size for outage situa-

tions so there is enough energy to bypass such a situation. An energy management

strategy is included which focuses on the peak load shift. A main part in this cost

function is the outage cost which is calculated by using probabilistic methods. The

simulation data is based on real data, like in this thesis. Other research deals with

a stand alone system which uses PV and Wind power as DRES [4]. In this study,

the optimum battery size depends on having a high autonomy level. This sizing

technique calculates the optimum size of all components of the system. Here, the

simulation data is based on average data and the battery is considered to be ideal.

A lifetime model for the battery is the basis of the sizing [5]. The main objective is

not to increase the economic value.

This thesis focuses on �nding the most cost e�ective battery size for a residential

house which consists of a PV system in combination with a BESS. The input data
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is based on real data pro�les and not average values. The battery model used is a

physical based battery lifetime model of the new battery technology LiFePO4. This

combination was not found in the literature and therefore not investigated yet. This

approach combines the mentioned factors and presents a solution for how to size a

battery focusing on the cost e�ciency.
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Chapter 3

Proposed battery sizing strategy

This chapter describes the proposed battery sizing strategy. First, the strategy

is generally explained (Section 3.1). Second, the functions applied are explained in

detail in Sections 3.2 - 3.5). Last, the implementation in the simulation programmer

is explained (Section 3.6).

3.1 General

Figure 3.1 shows the general structure of the proposed battery sizing strategy.

First, the simulation loads all the simulation data required. Then, the �rst consid-

ered battery size is set and the variable for the state of health is set to one (the

initial value). The outer loop of the simulation (Figure 3.1) stands for the di�erent

considered battery sizes. Then, the inner for loop applies the lifetime simulation of

the particular speci�ed battery size which consists of the energy management strat-

egy and the battery model. The EMS calculates the required charge / discharge

power which is the input value for the battery model. The battery feedbacks the

actual state of charge (SOC) and state of health (SOH) to the EMS. The loop is

then executed as often as the battery is not treated as broken. If the battery life is

over, the cost calculation is accomplished to get the pro�tability of the battery size

used. After that, the next considered battery size is set. After the simulation of all

prede�ned battery sizes the optimum battery size is calculated out of the economic

values. Figure 3.2 shows an example of a surface plot of the simulation results for

the cost e�ciency. A second result of the simulation is the lifetime of the battery.
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Figure 3.1: Flowchart of the whole simulation
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Figure 3.2: Simulation result

The input / control data used and the developed / applied functions are explained

in detail in the Sections 3.2 - 3.5.

The timestep of the simulation is an important criteria for the accuracy. This

simulation is designed to run with small timesteps compared to the whole simulation

time in order to get a response from the battery model which is realistic concerning

the battery stress. The simulation time depends, in principle, on the battery life

which is about 10 years or longer (depending on the use, chemistry, etc. ...). The

timestep of the simulation is set to 15 minutes, which is a compromise between a

high accuracy with a very low timestep and a rather high timestep which would

result in an average of a few hours. The selected value is also appropriate to the

time constant of the operating time of residential loads. Figure 3.3 and 3.4 show

the load pro�les of a residential house of two days. Figure 3.3 shows the daily load

pro�le with a timestep of 1 minutes and Figure 3.4 illustrates the pro�le with a

timestep of 15 minutes. The pro�les are not identical, but the trend is the same.

Therefore, the simpli�cation does not lead to a result which is as accurate as with

the original load pro�le but it is a good compromise to reach shorter durations of

the simulation and still have a lifelike load pro�le.
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Figure 3.3: Load power pro�le / 1 minute [24]

Figure 3.4: Load power pro�le / 15 minutes [24]
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3.2 I/O data and control parameter

3.2.1 Input data

The required input data is the customer load power pro�le, the PV power pro�le,

the temperature pro�le, and the electricity price. As it is mentioned above, the

sampling time of the simulation is 15 minutes, which is also required for the input

data. The requirement for the input data is to have the data pro�les for a whole

year to consider the seasonal di�erences. Since the length of the simulation equals

to the battery life, which is usually longer than 1 year and the requirements for the

input data is to have annual data, the used input data is equal to every year.

The electricity price is a further input parameter. It is not necessary to have this

data in a timestep of 15 minutes available as it just changes a few times a day.

For example, the TOU rate from Tallahassee Utility has just two di�erent prices.

Alternatively, the real time pricing rate has a di�erent electricity price every hour

which leads to a timestep of this time interval.

3.2.2 Control parameters

The control parameters are independent from the individual user and from surround-

ing conditions except the utility rating type as the di�erent rating systems are not

everywhere available. The control parameters are:

� depth of discharge (DOD)

� battery capacity

� charge / discharge power limit for the battery

� utility rating type

The DOD de�nes the lower and upper limits of the battery's state of charge. The

capacity and the charge / discharge power limit speci�es the battery size. The last

control parameter, the utility rating type, gives the current electricity price and feed

in tari�.
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3.2.3 Output data

The output data of the simulation covers the gained pro�t from all simulated battery

sizes, with the information of the most pro�table size.

3.3 Energy management strategy

The energy management strategy is the power management in the residential micro-

grid. The functionality basically consists of load shaving and demand response. The

main purpose of the EMS is focused on reaching the lowest cost for the customer.

For example, if a temporary cloudy condition is present (Figure 1.4), during peak

times, when electricity is expensive, the required electricity is taken from the battery

in order to save money.

The energy management strategy decides about the operation mode:

� unoperated mode

� charging mode

� discharging mode

and the amount of charge / discharge power of the battery.

In the unoperated mode the charge / discharge power of the BESS is zero. The

other 2 control modes use the BESS for the charge or discharge operation. If the

system is in charging mode, the battery can either be charged from the PV panel

or from the grid. If the energy storage system is in discharge mode, the battery

supports the load demand. Figure 3.5 shows the structure of the developed EMS.
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Figure 3.5: Structure of the energy management strategy

3.3.1 General functionality of the strategy

The �rst action in the strategy initiates / updates the PV power pro�le, the load

power pro�le and the pricing data (electricity price (EP) and the feed in tari� (FIT)).

The following step demonstrates the basic transition in this strategy, which is the

relation between the PV and the load power. If the PV power exceeds the load power,

the left branch of of the strategy is applied. In this case, the battery is charged based

on the current electricity price. If the price is higher than the calculated average

price (the calculation of the average EP is explained in the following paragraph), the

PV surplus is fed into the grid. If the EP is high, the FIT is also high and therefore

the bene�t for the electrical energy cost increases. If the actual EP is lower than the

calculated average price, energy is stored in the battery. The amount of charging

power depends on the current price (the used charge function f1 and its development

is explained in detail in the last paragraph of this section) to optimize the usage of

the energy storage system. It is volitional to charge the battery with cheap energy

or with energy from the PV (if it is not worth feeding it into the grid, because of a

low FIT). If the stored amount of energy reaches the speci�ed upper threshold level
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of the SOC, the battery is set to the unoperated mode. The bottom action in the

structure updates the current calculated battery and grid power.

If the load power exceeds the PV power, all 3 operation modes are considered which

is shown in the right branch of the diagram in Figure 3.5. The battery is either used

to support the load demand or to gain from cheap electrical energy through charging

the battery. At a PV surplus power, the battery is treated as storing the energy, if

the electricity price is low. Therefore, the left branch of the EMS structure is just

an adapted copy of the right branch excluding battery discharging. The charge and

discharge functions f2 and f3 are explained in detail in the last paragraph of this

chapter, as well as the function f1.

Positive values for the battery power stands for discharging and negative ones are

for charging, as it is treated in the calculation of the sum of the power in the point

of common coupling. Also the grid power is positive if the power �ow is from the

grid to the microgrid and vice versa.

Figure 3.6: Load and PV power pro�le of a sample day (based on [24])
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Figure 3.7: Charge / discharge power and the SOC of the battery

Figure 3.6 and 3.7 illustrates the result of the developed EMS for one day. The

utility rate used is a TOU rate with two di�erent prices between 7 am (on peak

(OP)) and 7 pm (o� peak (FP)). In this particular day, four di�erent cases from the

strategy occur, which are marked in the �gures. The occurred cases are described

below:

� Case 1: The PV power exceeds the load power and the electricity price exceeds

its average. In this case the battery is neither charged nor discharged. The

PV surplus power is fed into the grid.

� Case 2: The load power exceeds the PV power and the electricity price exceeds

its average. In this case the battery is discharged to support the load.

� Case 3: The load power exceeds the PV power and the electricity price is

smaller than its average value. In this case the battery is charged as the

electricity price is low.

� Case 4: The same as case 3, but with the di�erence that the battery is fully

charged and therefore, there is no action on the battery.
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3.3.2 Calculating the average electricity price

It is important to consider the calculation of the average EP because this value in-

�uences the result of the strategy a lot. The di�erent methods, which are considered

to calculate the average value, are: mean, median and the average value between the

OP and the FP price. For the TOU rate it does not make a di�erence which method

is used for calculating the average price, because there are just 2 di�erent values, on

peak and o� peak for the same duration of time (12 hours on peak - from 7am to

7pm and 12 hours o� peak - from 7pm to 7am), which is shown in Figure 3.8. Fig-

ure 3.9 demonstrates the resulting average values when Real Time Pricing is applied.

Figure 3.8: Average price for the TOU rating (based on [24])
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Figure 3.9: Average price for the RTP rating (based on [26])

It is clearly visible that the di�erent methods make a big di�erence in the result. It

can be derived from Figure 3.9 that the peaks of the RTP rating are just present for

a short period of time. For the particular day in Figure 3.9, the high peak is only

present for 3.25h and the low peak is also only available for 2.25h. The electricity

price in between the peaks �uctuates around the median in a small range. The

simulation result1 for the RTP rate without using a charge function (the considered

average value is taken as threshold value and the applied charge/discharge power

equals the power limit). The gained pro�t for the di�erent calculation of the average

value is shown in Table 3.1.

Method Pro�t [$]

Median 90.62
Mean 93.70
OP+FP

2
90.02

Table 3.1: Di�erent approaches to calculate the average value (day ahead price)

It shows that the mean value as average value achieves the highest pro�t, which is

chosen for the calculation in further simulations. As it is mentioned in the intro-

1Simulation setting: 1 year simulation, W = 14.52kWh, Plimit = 2kW

34



Chapter 3. Proposed battery sizing strategy

duction, the predicted real time price is available 24h ahead - which is used for the

calculation of the average value, because the real price is not available ahead and

the aim of this work is to make the whole simulation as lifelike and applicable as

possible. It has to be emphasized that the average value is recalculated daily as

the price is di�erent for every day. Figure 1.17 shows the di�erences between the

predicted and the real time price. While the RTP is not applicable, it is important

to demonstrate the di�erence in results by running the simulation using the RTP

for calculating average price. Table 3.2 shows the results, which are better than the

ones shown in Figure 3.1. So a major problem with using the RTP rating is the

realization of the control with the imprecise day ahead price.

Method Pro�t [$]

Median 118.34
Mean 126.48
OP+FP

2
93.61

Table 3.2: Di�erent approaches to calculate the average value (real price)

3.3.3 Creating the charge function

Figure 3.10 shows the basic charge/discharge functions f1, f2 and f3. The terms

EPmin and EPmax stand for the minimum and the maximum electricity price. The

EP is the electricity price, the FIT is the feed in tari�, and the avg stands for the

calculated average electricity price.

Figure 3.10: Basic charge function

As the charge function only has an in�uence on the RTP rating, the results in this

section belong to this rating type. The reason for separating the functions for the
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case PPV < Pload into the two functions f2 and f3 is due to the fact that the function

is de�ned by the average and the power limit (charge or discharge) as a point of

reference. This results in 2 di�erent curves as the average price does not have to be

in the center between OP and FP.

The result of implementing this basic function leads to a pro�t of 89.91 $2, which is a

worse result than only implementing the limit values above or below the threshold for

charging/discharging. A main characteristic of the RTP, as mentioned previously, is

that the peak values are not present for a long time period and the price �uctuations

in between have a rather low amplitude. So the power limit is reached for a short

time period and therefore, it leads to a rather low revenue of the BESS. To improve

the charge function, the relation between the power limit and the related electricity

price is applied at a lower value than the on peak or o� peak price. The function is

adapted until the pro�t reaches a maximum, which is shown in Figure 3.11.

Figure 3.11: Improved charge function

Table 3.3 shows the pro�t resulting from di�erent adjustment factors to squeeze

the charge curve, according to Figure 3.11. The applied variation factor is between

30 %− 100 %.

2Simulation setting: 1 year simulation, W = 14.52kWh, Plimit = 2kW
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Adjustment factor Pro�t

100% 89,91
90% 90,98
80% 92,15
70% 93,18
60% 94,09
50% 94,30

40% 94,22
30% 89,96

Table 3.3: Di�erent settings on the charge function

For this speci�c application the charge function reaches the most e�cient operating

point by using an adjustment factor of 50%.

3.4 Physical based battery lifetime model

This section is written according to the References [11, 16, 15, 17]. The battery

model is the core component of this system as it de�nes the length of the simulation

through the implemented lifetime and the available capacity. It's functionality dur-

ing the simulation is to process charge and discharge actions, which originate from

the energy management strategy. The resulting state of charge and state of health

are returned to the energy management strategy. The basic interface of the model

is shown in Figure 3.12.
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Figure 3.12: Interface of the battery model

The �rst input is the applied power and the second is the ambient air temperature

pro�le of the battery.

The battery model used is based on the physical parameters according to the equiv-

alent circuit model, shown in Figure 3.13. The chosen battery technology is a

Lithium-Iron-Phosphate battery (see Introduction, Chapter 1). The values used for

the physical parameters are based on measurements and approximations.

Figure 3.13: Equivalent circuit model [11]

The battery cell used for the measurement is the cell APR18650 CYLINDRICAL

from A123 systems [30]. The data sheet related to this battery is shown in the

Appendix in Section A.3.

The elements of the battery model are de�ned in the following paragraph. The

inductance L stands for the inductivity caused by the winding from the cylindrical

shape. Since there are no dynamics considered in this simulation and the time

step for the simulation is 15 minutes long this part of the circuit model is not
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considered. RS is the ohmic conductive and wiring resistance. The Rn||Cn circuits

represent the solid electrolyte interphase �lm which is a covering layer in between

the anode (negative electrode) and the electrolyte. This layer will develop if the

voltage on a single cell drops below 1V . The series connection of R ||C circuits

can be modeled with 1, 2 or n elements. Increasing elements in the series connection

increases model accuracy, but also increases complexity. A series connection with

3 elements are chosen as a compromise. The parallel connection of Cdl and RCT

stand for the charge transfer kinetics. RCT is the charge transfer resistance, which

from the mathematical point of view is modeled as ohmic resistance, but it has non

ohmic resistance. The capacitance of the charge transfer kinetics CDL is the double

layer capacitance � occurring between the electrolyte and both electrodes.

The element, which is connected in series to the charge transfer resistance, is the

Warburg impedance Z(ω). This is the nonlinear di�usion at a low frequency.

The capacity Cint is the intercalation capacitance, which is caused by ions interca-

lating into the electrode matrix.

These parameters are measured and calculated by the use of an electrochemical

impedance spectroscopy (EIS). This method is usually applied for the characteriza-

tion of electrode processes and complex interfaces [18]. The output of this measuring

technique is the complex impedance with the frequency as parameter (nyquist plot).

Figure 3.14: Measurement result of the electrochemical impedance spectroscopy [11]

The result from the EIS on the LiFePO4 battery is shown in Figure 3.14. This dia-
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gram includes several graphs, where each one stands for a di�erent state of charge.

It is applied from 20 % - 100 % in steps of 10 %. The frequency range of the EIS is

applied between 10mHz and 2 kHz. The x-axis (Z ′(ω)) shows the real impedance,

whereas the y-axis displays the negative imaginary axis (Z ′′(ω)). Figure 3.15 illus-

trates how the physical parameters are derived out of the impedance plot.

Figure 3.15: Parameter determination

The ohmic resistance, RS, equals the value at the intersection of the graph with the

x-axis. The values for Rn||Cn are determined by placing circles under the elliptical

shape, since a circle in the nyquist plot equals a parallel connection of an ohmic

resistor and a capacity. The same method is applied for the charge transfer kinetics

right beyond the elliptical shape, as it is also shown in Figure 3.15. The Warburg

impedance, Z(ω), is derived in the small frequency range (at the right side of the

nyquist plot) at the point where the function can be treated as linear and Z(ω)

can be calculated from the slope. But in practice, this function is not linear and

would not cross the x-axis if only the Warburg impedance would be plotted. The

parameter Cint, the intercalation capacitance, is responsible for the turn and this

function would never cross the x-axis.

The resulting values for each considered state of charge is shown in Table 3.4.
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Table 3.4: Parameter values of the battery model [11]

In order to get the component values according Table 3.4 for continuous and not

discrete state of charges the measured values are approximated with a linear function

as it is shown in Figure 3.16, which represents the �t for the resistance RS.

Figure 3.16: Parameter estimation, RS as an example [11]

To verify the accuracy of the model, the simulated and the measured discharging
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curves are compared in Figure 3.17. The left graph shows the discharge curve at a

1C-rate3. The right graph discharges with a current of 1
2
C-rate. In conclusion a

lower discharge current makes the model more accurate.

Figure 3.17: Discharge Simulation; left 1 C rate, right 0.5 C rate [11]

The battery model is used in the simulation to calculate the current state of charge

and state of health, based on the charge/discharge power.

� SOC

The calculation of the actual SOC is a function based on the parameters,

mentioned in the Equation 3.1.

SOCi = f (physical parameters, OCVi, pi, SOCi−1) (3.1)

physical parameters ... derived parameters according to 3.13

OCVi ... actual open circuit voltage

pi ... actual charge / discharge power

SOCi−1 ... previous state of charge

A detailed description for the calculation of the state of charge can be found

in [11].

� SOH

This output value is a major part of this battery model, because it de�nes

the available capacity and the end of life of the battery. This value is also

known as the irreversible capacity loss or the irreversible self discharge, which

3C-rate: De�nition of the charge/discharge current based on the capacity of the battery divided
by one second.
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equals the lost capacity. It is split into 2 di�erent speci�cations. First, the

cyclation based state of health (SOHC) and second the irreversible capacity

loss caused by the calendrical aging (SOHt). In general, the end of life of the

battery is reached as soon as its capacity in a fully charged state reaches less

than 80% of the initial capacity. This speci�c value is recommended from the

manufacturer and also mentioned in the literature [15].

In general, the e�ect of the aging causes an increase of the internal resistance

and therefore an increase in the power loss. Usually, the aging mechanism of

Li-Ion batteries takes place at the barrier layer between the anode and the

cathode with the electrolyte. The main cause of aging is the creation of a

covering layer on the electrodes, which is known as the SEI-�lm4. Table 3.5

shows the main characteristics including the cause and e�ect of the di�erent

types of the SOH, which is created according to Reference [15].

SOH Initiator Cause E�ect Result

SOHc

- High
amount

of cyclation
- High SOC

Volume change and
SEI creation cause a
change through a
parasitic reaction

- Increase of the
internal resistance
- Over voltage

Capacity-
and

Power loss

SOHt

- High
temperature
- High SOC

- Decomposition of
the electrolyte (SEI)
- Decrease in the
reachable surface

because of the gain of
the SEI-�lm

- Increase of the
internal resistance
- Lithium loss

Power loss

Table 3.5: Cause and e�ect of the aging of Lithium-Ion batteries

In the following paragraphs are the cyclation based state of health and the calendrical

aging described.

� Cyclation based capacity loss : SOHc

The cyclation based capacity loss, SOHc, is based on counting the amount of

transferred charge. To calculate this value the speci�cation from the manufac-

turer is taken into account. There is a big dependency between the charge /

discharge current and the ambient temperature on the lifetime of the battery.

4SEI-�lm: Through a reaction from the active material with the electrolyte, respectively through
decomposing the electrolyte, a covering layer is built up at the anode. [15].
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Figure 3.18 shows a graph from the data sheet of the manufacturer A123 but

for a di�erent cell (ANR26650) and not the considered one (APR18650). The

di�erence in cell types is just the capacity.

Figure 3.18: Lifetime prediction for di�erent parameters [30]

The characteristics of these two battery types are the same and therefore, the

lifetime is also the same. The displayed data shows the dependency between

the lifetime and the applied charge / discharge current, and average tempera-

ture. The higher the temperature and the C-rate, the lower the lifetime.

The assumed amount of cycles for the cyclation based state of health is taken

from the manufacturer [30] with a 2C-rate for discharging and a 1C-rate for

charging at room temperature. This data is assumed to be average for the

whole simulation and is the basis for SOHC . In this case the aimed 80 % mark

is reached after 2, 000 cycles, considering a depth of discharge of 100 %. Figure

3.19 illustrates the available amount of coulombs for the considered condition

which reveals a capacity of 220Ah to transfer.

Figure 3.19: Calculation of the SOHc
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As the capacity also decreases with the calendrical aging, the battery can not

reach the speci�ed 2, 000 cycles with the SOHC . Therefore, a linear function

to model the trend of SOHC has to be investigated.

The ambient air temperature also in�uences the cyclation based capacity loss.

This in�uence is indirectly considered because it a�ects the terminal volt-

age and through a considered constant charge / discharge power, the current

changes. The changes in current in�uences the amount of coulombs which

are transferred from / to the battery. Thus, there is an indirect relationship

between the temperature and the SOHC .

� Calendrical aging: SOHt

This e�ect applies stronger on Lithium-Ion batteries than for other chemistries

and it only occurs if the battery is in an unoperated state. The three main

in�uence factors for this e�ect are temperature, current SOC, and the unop-

erated time. The measurement data which is taken to implement this aging

e�ect originates from a Master Thesis from the University of Munich, Ger-

many [15]. This thesis presents a measurement based model for calendrical

aging of LiFePO4 batteries. The battery cell type used for the measurements

is the cell APR18650 from A123 Systems, which is the same type as it is used

in this research. The measurement value, taken from that research, is shown

in Table 3.6.

Temp. [°C] \ SOC [%] 10 33 55 78 100

0 7, 121.10−5

10 4, 783.10−5 1, 0153.10−4 5, 377.10−5

20 1, 131.10−4 1, 9432.10−4

30 1, 1535.10−4 2, 8608.10−4 4, 8602.10−4

40 3, 74.10−4 3, 548.10−4 9, 2203.10−4

50 6, 709.10−4 1, 1082.10−3 1, 4955.10−3

60 9, 4.10−4 1, 669.10−3 2, 1996.10−3

Table 3.6: Measurement data for the SOHt (based on [15])

The measurement data is just available for 5 di�erent SOC and 6 di�erent

temperature values. To get the capacity loss, for every SOC and temperature,

a polynomial function is �t into this data. Figure 3.20 shows the measurement

data including the polynomial �t. For this speci�c application a function of

the third order was taken to �t the trend of the SOHt. The y-axis shows the

decrease in the SOHt per day and the x-axis shows the temperature in [°C].
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Each curve stands for a di�erent average SOC value. The appropriate black

graph represents the particular �t, which is calculated with the least square

method (LMS) [21].

Figure 3.20: Measurement data of the SOHt depending of the temperature and the
average SOC

The general function for calculating the SOHt, depending on the temperature

and the average SOC, is a third order polynomial function (Equation 3.2).

SOHt = a . T 3 + b . T 2 + c . T + d (3.2)

The measurement data is �t to a polynomial function to obtain the parameters

a, b, c and d. For each SOC value, di�erent parameters are calculated, as the

capacity loss is a two dimensional function f(T, SOC). To be able to get a

general function of these parameters, another �t is applied through the di�er-

ent parameters of the polynomial function. In this case, the parameters are

dependent on the SOC, whereas the basic function depends on the tempera-

ture. The function used to �t these parameters is also a third order polynomial

function. Therefore, the required SOHt is calculated in two steps. First, the

parameters a, b, c and d are calculated, based on the current SOC. Second,

the SOHt is calculated with these parameters based on the temperature. The

result shows the decrease in the state of health of the battery for a whole day.

As the time step of this simulation is set to 15 minutes, the resulting value for

the SOHt is also down scaled to this time base.
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As this aging only appears if the battery is in an unoperated state, the func-

tion for accumulating the calendrical aging is only called when the charge /

discharge power is P = 0W . MATLAB® uses a double precision (64 bit)

�oating point data type by default. It is important not to compare a �oating

point number with a speci�c value on equity, because the �oating point data

type has a limited accuracy, which may cause a wrong result if it is compared

with an integer value for example. To avoid this kind of error the battery is

treated to be in an unoperated state as the charge / discharge power is lower

than 0.5 % of its power limit.

As the irreversible capacity loss of SOHc and SOHt is independent of each other,

both can not be in a�ect at the same time. The resulting SOH of the battery is

calculated by summing the individual parts (Equation 3.3).

∆SOH = ∆SOHc + ∆SOHt (3.3)

An indicator of an e�cient usage of the battery is the di�erence between the calen-

drical and the cyclation based aging. The higher the calendrical aging compared to

the cyclation based aging, the lower the usage e�ciency is.

3.5 Cost calculation

The cost function calculates the reachable pro�t of the whole system, which is the

criteria for the resulting battery size. This function consists of the annual revenue

of the battery storage system ( Equation 3.4).

Btotal =

lifetime∑
i=1

(RAnnual f(i))− CCapital (3.4)

RAnnual ... Annual revenue of the BESS

f(i) ... Decrease of the revenue caused by the capacity loss through aging

CCapital ... Initial cost of the energy storage system (battery + inverter)

Btotal ... Overall bene�t
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The annual revenue of the BESS is de�ned in Equation 3.5.

RAnnual = bWB − bB (3.5)

bWB ... Annual electrical energy cost without a BESS

bB ... Annual electrical energy cost with a BESS

The proposed sizing algorithm contains a lot of data and takes a long time to run

the simulation. To avoid lengthy simulations, only a few years are modeled and

�t to a function to the trend line of the calculated state of health to predict the

lifetime and the change in the annual pro�t. A function has to be de�ned to apply

this approach.

The graph in Figure 3.21 shows the SOH after a 3 year simulation. (Note: Every

simulation in this section relies on a basic energy management strategy, uses 2, 000

battery cells which are equal to 7.26 kWh, and a power limit of 2 kW ). The blue line

shows the simulated data and the red line shows the �tted linear function. The SOH

�uctuates around the linear �t but its average value is very close to the simulation

result.

Figure 3.21: Comparison of the simulation result and the approximated result
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To use this similarity, a linear function has to be de�ned which is applied to the

cost function ( Equation 3.6). For the cost function, it is only necessary to simulate

values for one year because the decrease in the SOH is treated as linear which leads

to a constant share of the annual capital cost. ∆SOH stands for the annual change

of the SOH. The annual revenue is also treated to be linear.

BAnnual = RAnnual − Ccapital .∆SOH (3.6)

The simulation runs for a whole battery lifetime to verify the linear assumption,

which is the red curve in Figure 3.22. This diagram shows the result between the

middle of the 8th year and the end of life which is close to the 10th simulation year.

For comparison, a quadratic �t is also applied to the simulated data, which is the

green graph in the diagram. The result is di�erent than expected. The behavior of

the state of health over the whole lifetime has a quadratic characteristic.

Figure 3.22: Comparison of the simulation result and an approximation with a linear
and a quadratic approach for the whole battery life

Therefore, it is assumed to calculate the SOH with a quadratic �t, based on a three

year simulation. To verify this approach, the simulation is executed again for the
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whole lifetime and the predicted SOH is based on the three year simulation. Figure

3.23 displays the result of the simulation.

Figure 3.23: Comparison of the lifetime estimation with the whole life simulation

The whole life simulation outputs a lifetime of 9.52 years. The predicted lifetime

(based on the three year simulation) resulted in a lifetime of 8.69 years, which

leads to an error of 8.72 % (Figure 3.23) which is too inaccurate to apply it in the

simulation.

Hence, the simulation has to be run till the battery is dead to achieve an accurate

result. Furthermore, Equation 3.7 is used to calculate the whole bene�t of the

system for the entire battery lifetime.

Btotal =

lifetime∑
i=1

(R(i)Annual)− CCapital (3.7)

For di�erent simulation settings, e.g. di�erent capacities of the battery, the resulting

lifetime of the battery di�ers. Therefore, to calculate the most cost e�ective battery

size it is important not just to compare the overall bene�t of the system. The

signi�cant criterion is the calculated average annual bene�t of the system, shown in

Equation 3.8, which is applied in the simulation.
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Btotal =

lifetime∑
i=1

(R(i)Annual)− CCapital

lifetime
(3.8)

In addition to the annual revenue, the capital cost of the BESS is also a fundamental

part of the cost calculation. It consists of two separate parts: the battery and the

inverter. These devices are taken into account by using a capacity factor cW =
[

$
Wh

]
and a power factor cP =

[
$
W

]
. The general equation to calculate the capital cost is

shown in Equation 3.9, where Pmax stands for the power limit to charge / discharge

the battery and W is the capacity of the battery.

CCapital = cP Pmax + cW W (3.9)

A review of battery retail prices showed that the price does not just depend on the

capacity rating. The maximum charge / discharge power also has an impact on

its price. Therefore, the battery cost itself consists of both, a capacity coe�cient

cW and of a power coe�cient cP . The power coe�cient was also considered in the

previous equation, but just for the inverter. This way of calculating the battery price

is frequently used in the Literature [14, 19, 20]. The calculation of the parameters

can be split up, as it is shown in Formula 3.10. It is assumed that the relation

between the power and the price is linear, as well as the capacity and the price. The

coe�cients dBattery and dConverter are mentioned to consider a possible o�set on the

linear function.

CCapital = (cP battery + cP inverter) P + cW batteryW + (dbattery + dinverter) (3.10)

The calculation of the cost coe�cients is shown in the following paragraphs, which

is split up into the coe�cient for the battery and for the inverter part.

� Battery cost

The prices used for the calculation of the battery factors are taken from the

retailer A123RC [29]. To get a power factor, cP battery, and a capacity factor,

cW battery, out of this data, di�erent battery cells are taken into account to

get di�erent capacity and power ratings for the calculation. The basic condi-

tion for the considered cell types are the same manufacturer (A123 Systems
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[30]) and equal chemical components. The chosen cell types are APR18650,

ANR26650 and AMP20. The battery model used is based on the cell type

APR18650 from A123 Systems.

As there is no function describing the relationship between the technical details

and the price of the chosen batteries, a function has to be �t into the manufac-

turer's listed data. There are three data sets available and just two parameters

to identify5. This leads to an overdetermined equation system, which is solved

by using the LMS [21]. The resulting parameters from the least square method

are cP Battery = 1.79 10−3 $/W and cW Battery = 0.7533 $/Wh. The calculation

showed that there is no o�set price necessary. If dBattery would be considered

in the calculation it would result to a value of about four dollars, which is

insigni�cant and can be omitted, therefore dBattery = 0.

� Inverter cost

The prices for the inverter cost are taken from the company SMA [31]. The

inverter produced by this company is focused on PV applications, but the

technology is the same as that used for battery charging. Therefore, it is rea-

sonable to take prices from their products. The calculation of the parameters

are again accounted with the LMS because of an overdetermined equation

system. The results are: cP inverter = 0.31366 $/W and dinverter = 813.87 $.

In this case the o�set has a considerable value and is considered in the cost

calculation.

The values calculated above can now be combined into a new capital cost equation

(Equation 3.11).

CCapital = 0.31545P + 0.75331W + 813.87 (3.11)

[Ccapital] = $

[P ] = W

[W ] = Wh

For the whole cost calculation, especially for the calculation of the bene�t of the

BESS, it is important to consider that the utility does not pay a customer money

5For this calculation it is assumed that there is no o�set on the Battery price. Just the param-
eters cP and cW are calculated.
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back if there would be a negative electricity bill. A negative bill could result from a

high energy consumption at low prices in combination with a high amount of feed

in at high prices. This case would be treated as a 0$ bill.

3.6 Simulation

The software product used for realizing the battery sizing strategy is MATLAB®

(version R2008a). It uses double precision �oating point numbers as the default

data type and all computations are based on a numerical calculation, which makes

it hard to deal with unknown variables and should be avoided.

MATLAB® o�ers di�erent alternatives for the realization of a simulation. Here,

a script �le (”m − file”), which runs the simulation sequentially, line by line, is

implemented, as it is shown in the �ow chart in Figure 3.1.
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Implementation and veri�cation of

the proposed battery sizing strategy

The implementation and veri�cation chapter includes a description of the chosen

simulation scenario, the simulation results, and a discussion.

4.1 Simulation scenario

The chosen location for the simulation is Tallahassee, FL, USA and the necessary

simulation data originates from this city to get a lifelike simulation results.

4.1.1 PV and load data

The simulation input data originates from a house in Tallahassee, which provides

the raw data of their produced PV and their used load data online as download [24].

The characteristic of this data matches a residential character of power consumption,

which has its power peak in the afternoon, which does not correlate well with the

produced PV power (Figure 1.7). A commercial building / industry compared to

the residential consumer usually has the power peak around noon which correlate

better with the PV panel output power.

The peak power of this consumer load is P̂load = 17.6 kW and the installed PV

system has a peak power of P̂PV = 13 kW . These power ratings are much higher

than an average residential customer. To get a realistic value, the downloaded data
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is scaled with a factor of 0.4 for the PV power to get a value of P̂PV = 5, 2 kW and

a factor of 0.3 for the load data to get a load peak of P̂load = 5.28 kW . The provided

data is available in a time step of 1 minute. As the simulation time step is 15

minutes, this input data is averaged and scaled to get a time step of 15 minutes. As

the customer started to record the data and provide it online at the end of December

2010 and the simulation was created in July 2011, there was just simulation data

for half a year available. As the simulation is designed to use annual input data,

the available data (Jan11 - Jun11) is taken, copied, �ipped, and treated as a whole

year (Jan - Jun : Jun - Jan). The PV and load power pro�les used are shown in the

Appendix in SectionA.1 and A.2.

The length of the simulation is de�ned by the battery life. The simulation data is

considered to be the same for every year to be able to simulate for the whole battery

lifetime which can be 10 years or longer, depending on the battery and the usage.

4.1.2 Temperature data

As the battery is considered to be stored underneath the house, the ambient air

temperature is taken as the in�uencing temperature on the battery. This data

originates from a meteorological homepage [32], which provides hourly historical

temperature data. To have a consistent input data, the temperature is taken for the

same period of time as the PV and the load data originates from.

4.1.3 Utility rate

The simulation uses the TOU and the RTP as utility rating system.

The time of use rate is taken from the Tallahassee Utility [25] with an o� peak price

of 7.536 ¢/kWh and an on peak price of 21.715 ¢/kWh. On peak is between 7am

and 7pm, whereas the o� peak price is in remaining period.

The real time pricing rate is taken from the utility company ComEd [26]. This

company is the only utility which o�ers this rate for residential usage. As ComEd

is located in Illinois and the simulation location is in Florida, the electricity price

has to be adapted to the applied region, which is taken from Reference [1]. The

spreadsheet with the state-level energy prices is is shown in the Appendix in Section

A.4. Electricity costs are mentioned in this paper as state-level prices and are quoted

in $/(MillionBtu). As ratings for both Illinois and Florida are given in this unit it
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does not have to be converted and just the relation between these two values is taken

to adapt the price from Illinois to Florida. Florida has an average electricity price of

21.47 $/(MillionBtu) and Illinois has a price of 17.27 $/(MillionBtu). Therefore,

the downloaded RTP rate is adapted by scaling it with a factor of 21.47
17.27

.

The feed in tari� is treated in this simulation as FIT = EP , as it is accounted by

the Tallahassee Utility. To get a comparable scenario the FIT for the RTP is also

treated with this relation to reach a comparable rate.

4.1.4 Chosen depth of discharge

The chosen operation interval of the battery is between 15 % − 85 % SOC. The

limitations are justi�ed so that the battery is not damaged by a deep discharge

and to make sure the battery is not overcharged. The DOD would be a variable

parameter if the battery model would include a more accurate implementation of the

cyclation based state of health, which is projected to work on that in the future. The

current status of the implementation of the SOHC includes just a linear relationship

between the DOD and the lifetime, which is not accurate considering discharging

down to almost 0 % SOC.

4.2 Simulation results

The simulation results are based on a comparison of a di�erent utility rating (TOU

and RTP) and comparing a simple battery model to the physical based battery

lifetime model.

4.2.1 Di�erent utility rate

� Time of use

The trend of the PV-, grid-, load-, and battery power of 1 day of a whole

lifetime simulation is shown in Figure 4.1. This day was chosen because in

the morning and in the afternoon the PV is relatively low, whereas at noon

it exceeds at least the load power which covers all considered cases for the

EMS. The displayed example is for a power limit of 2.5 kW and a capacity of

47.19 kWh. At the on peak time with the expensive prices, the load power
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exceeds the PV power and the battery supports at least the load. At the PV

surplus, the load demand is covered by the PV and the surplus energy is fed

into the grid because the bene�t is high at on peak times.

Figure 4.1: Power pro�le of PPV , Pload, Pgrid and Pbattery

In Figure 4.2 is the di�erence between the grid power when using and not

using a battery is demonstrated. The usage during o� peak is higher with

the battery, because the energy management strategy takes advantage of the

cheap energy to charge the battery. During the on peak period and as long

as the PV power does not exceed the load power, the battery energy is taken

primarily to support the load energy and also to support the grid. As the

PV power exceeds the load power, the battery is just in charging mode if the

electricity price is low enough (this case is just important for the real time

pricing, because the TOU rates usually have the high price during the day,

where also the PV power has its peak at ideal weather conditions).
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Figure 4.2: Grid power with / without using a battery

Figure 4.3 shows the annual pro�t after a whole battery life simulation. This

pro�t depends on the maximum charge/discharge power and the capacity of

the battery. The price consists the battery and the inverter part, as it was

mentioned in Chapter 3.5.
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Figure 4.3: Annual pro�t of the BESS (with the current battery price)

It is evident, that there is no positive pro�t achievable with the BESS in this

speci�ed scenario. The reason for this negative pro�t is shown in Figure 4.4,

which displays the capital cost of the battery system and the bene�t of the

electrical energy cost, depending on the capacity. The power limit for this

graph is �xed to a value of 2.5 kW .
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Figure 4.4: Capital cost and bill bene�t with the current battery price

Since the capital cost is always higher than the bene�t, it is not possible that

the pro�t reaches a positive value. The used battery type (LiFePO4) is still a

new technology which leads to a high price. Considering the price development

of the Lithium Ion batteries for the used battery type the result would be

di�erent. The price of the Li-Ion batteries dropped in 5 years down to 1
3
, as it

is shown in Figure 1.12 and already mentioned in Chapter 1. It is reasonable

to apply this price development from the Li-Ion batteries to the LiFePO4

technology because the raw material for this battery type is very low and as

this technology gets more popular the price will decrease. The price reduction

is just considered for the battery part, because the used inverter technology is

not a new invention and will stay about the same price. Applying the future

price of 1
3
to the battery a positive pro�t is gained out of the system, which is

shown in Figure 4.5, as the bill bene�t exceeds the capital cost.
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Figure 4.5: Capital cost and bill bene�t with the future battery price

Executing the whole simulation considering the future price, Figure 4.6 shows

the resulting pro�t, depending on the power limit and the capacity.

Figure 4.6: Annual pro�t of the BESS (considering the future battery price)

A global maximum of the annual pro�t is at a power limit of Plimit = 2.5 kW

61



Chapter 4. Implementation and veri�cation of the proposed battery sizing strategy

and at a capacity of W = 47.19 kWh which reaches a value of 121.1 $. So

it is economically reasonable to add a battery storage unit to a PV system.

Also, in terms of supporting the grid, the energy storage system improves grid

behavior and solves issues which occur through the rising penetration level of

PV systems. Through the energy storage system the whole system can be seen

as an assured energy source because if the PV does not produce energy then

the energy is taken from the battery.

� Real time pricing

The trend of the PV-, grid-, load-, and battery power of the same day as in

Figure 4.6 for the time of use rate is shown in Figure 4.7 for the real time price

rate.

Figure 4.7: Power pro�le of PPV , Pload, Pgrid and Pbattery

It is apparent, that the use of the battery is rather low compared to the time

of use which is founded in the electricity rate. The price rate for this day is

shown in Figure 4.8, which explains the low use of the battery. The charge

power follows a function depending on the current electricity price, depending

on the daily average price for the electricity.
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Figure 4.8: RTP rate (real price and day ahead estimation) [26]

So it is not pro�table to use the battery because of low electricity prices during

the day as the high peak just appears for 1.2h in this speci�c case. This

assumption is con�rmed by the simulation results, shown in Figure 4.9. There

is no positive pro�t achievable, although the future price for the battery is

used.
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Figure 4.9: Annual pro�t of the BESS (considering the future battery price)

The main reason for the low pro�t originates from the low price and also from

the short periods of the peak values. Another important reason for the bad

result is the di�erent predicted day ahead price. The energy management

strategy calculates the appropriate charging curve one day ahead with the

predicted day ahead price, whereas the charge power is calculated with the

real price which di�ers a lot. The di�erence between the day ahead and the

real time price is shown in Figure 4.8. To check the result of the simulation,

assuming that the day ahead price is very accurate and the real time price is

taken instead of the day ahead price, the resulting bene�t is 34.12 % higher,

compared to the result using the day ahead price. A better prediction of the

utility would also improve the gained pro�t of the system.

4.2.2 Di�erent battery model

Two simulations are compared, one using the physical based battery lifetime model

and the other using a simple battery model. The used physical model is explained

in Section 3.4. The simple battery model consists of a summation of the capacity

and the e�ciency is considered to be ideal. A lifetime simulation with a setting
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of Plimit = 2.5 kW and C = 47.19 kWh using the TOU rate is accomplished. The

results are shown in Figure 4.10 and 4.11, which shows the particular state of charge.

Figure 4.10: Comparison of 2 di�erent battery models - day 10 - 13
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Figure 4.11: Comparison of 2 di�erent battery models - day 5000 - 5002

Figure 4.10 shows the beginning of the simulation (from the 10th to the 13th day),

whereas Figure 4.11 shows the result (between the 5000th to the 5002nd day) about

the end of the 13th year of the simulation. The di�erence of using a physical based

model and the simple one is not big in the beginning of the simulation as the battery

is also not a�ected by the aging. The di�erent slope of the state of charge is justi�ed

in the di�erent e�ective amount of capacity which is added or subtracted from

the battery originating from the physical parameters of the model. A mentionable

di�erence in the SOC can be seen in Figure 4.11, which is caused by the capacity

loss over the simulation time.
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Conclusion and future work

The two main objectives of this research are �rst to lower the electrical energy cost

for the customer and second to support the electricity grid to solve problems that

occur through the rising penetration level of PV systems.

The applied time of use rate achieves a cost saving for the customer of 121.1 $/year

(Figure 4.6) if the future price for the battery is used in this simulation. Also, the

grid is assisted through the energy storage system, as it is shown in Figure 4.1.

With the application of the real time pricing rate, the grid was not well assisted

by the storage system and through the low usage of the ESS, there was also less

pro�t achieved. In this particular case, there was no positive pro�t (Figure 4.9).

This is caused by the electricity pricing rate, as there are rather short periods with

high and low values. Also the day ahead price of the RTP has a bad day ahead

prediction. When the simulation was run with the real time price treated as the day

ahead price, the whole system achieved a 34.12 % higher pro�t, which means that

the achieved pro�t also depends on the accuracy of the prediction.

In summary it is not worth implementing the tested system with the RTP rating,

whereas using the TOU rate it is pro�table. As there would be di�erent approaches

of the real time pricing, like a more accurate electricity price prediction or a �xed

price but still with the hourly change would be one possible further development.

Disregarding from the application in this study, the real time pricing is still a new

accounting method which has lots of advantages, but not useful for this application.

If there are �exible high power loads, like a water heater(with a storage capacity

that lasts longer than a day), energy costs can be optimized.

The result of the charge function, which is a part of the energy management strategy
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also shows the in�uence on the pro�t just in case of the RTP.

In summary, a big bene�t of this system is that the PV source can be seen as an

assured energy source because of the energy storage backup for cloudy days, which

supports the power grid. Therefore, non-renewable sources can be replaced through

PV systems.

The battery type used is a new technology, which is still very expensive but has

lots of advantages compared to older technologies, i.e. the Li-Ion and Lead - Acid

batteries, because the material are more eco-friendly, safer, and the raw material is

cheaper than for Li-Ion which will e�ect the future price. There is already at least

one company which uses Lithium technology batteries for storage applications on

the production - transmission - distribution and consumption (residential) level [28].

The described sizing technology for residential PV applications is a new methodology

to calculate the optimum battery size for individual usage. Furthermore, a di�erent

energy management strategy can easily be implemented as well as a di�erent battery

model, as it is a modular system.

The future work for this project is to improve the accuracy of the battery model by

executing more measurements on it. This developed model is in an early develop-

ment stage and due to time issues, not every measurement could be executed, which

is shown in Figure 5.1.

Figure 5.1: Simulation matrix

Here the needed and the performed measurements are displayed. Measurements are

executed at the places where an �x� is placed. At empty places, values are approx-

imated. All measurements are currently just executed for 100 % of SOC and based
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on this, the data is approximated for the other SOC values. It is also considered to

make measurements, depending on the SOH, which makes the metering matrix 3-

dimensional and therefore more time consuming to execute all these measurements.

Another important aspect to improve the sizing strategy is to detail �nancial aspects,

like the in�ation rate and the bank interest rate, because the simulation time is (in

this case) longer than 10 years which makes it worth considering these economic

factors.

As the goal for this sizing methodology is to make it as modular as possible, the

changes for a di�erent application area should be considered. Another important

application area is for use on PV farms. The objective for this area is to improve

the energy e�ciency, to improve the grid quality, and use the battery as a backup

for shady days, which is similar to the residential application but not identical. The

focus on the residential application is to increase cost savings. The optimal battery

size for PV farms depends on a compromise between an optimum calculated backup

storage size and an economic factor. Also, the situation concerning the input data is

di�erent because for the residential application the input data (annual load pro�le)

is treated as given, but for the PV farm application the load pro�le can not be

treated as given because the pro�le depends on too many factors - probably just

an average value can be assumed for the calculation which makes the result more

inaccurate. This is one of the challenges of applying this method to a PV farm.
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Appendix A

A.1 PV power pro�le

The PV power data used and shown in this section originates from [24].

� January

Figure A.1: PV power pro�le for: January 1st - 10th
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Appendix A.

Figure A.2: PV power pro�le for: January 11th - 20th

Figure A.3: PV power pro�le for: January 21st - 31st
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Appendix A.

� February

Figure A.4: PV power pro�le for: February 1st - 10th

Figure A.5: PV power pro�le for: February 11th - 20th
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Appendix A.

Figure A.6: PV power pro�le for: February 21st - 28th

� March

Figure A.7: PV power pro�le for: March 1st - 10th
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Appendix A.

Figure A.8: PV power pro�le for: March 11th - 20th

Figure A.9: PV power pro�le for: March 21st - 31st
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Appendix A.

� April

Figure A.10: PV power pro�le for: April 1st - 10th

Figure A.11: PV power pro�le for: April 11th - 20th
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Appendix A.

Figure A.12: PV power pro�le for: April 21st - 30th

� May

Figure A.13: PV power pro�le for: May 1st - 10th
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Appendix A.

Figure A.14: PV power pro�le for: May 11th - 20th

Figure A.15: PV power pro�le for: May 21st - 30th
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Appendix A.

� June

Figure A.16: PV power pro�le for: June 1st - 10th

Figure A.17: PV power pro�le for: June 11th - 20th
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Appendix A.

Figure A.18: PV power pro�le for: June 21st - 30th
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Appendix A.

A.2 Load power pro�le

The load power data used and shown in this section originates from [24].

� January

Figure A.19: Load power pro�le for: January 1st - 10th
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Appendix A.

Figure A.20: Load power pro�le for: January 11th - 20th

Figure A.21: Load power pro�le for: January 21st - 31st
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Appendix A.

� February

Figure A.22: Load power pro�le for: February 1st - 10th

Figure A.23: Load power pro�le for: February 11th - 20th
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Appendix A.

Figure A.24: Load power pro�le for: February 21st - 28th

� March

Figure A.25: Load power pro�le for: March 1st - 10th
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Appendix A.

Figure A.26: Load power pro�le for: March 11th - 20th

Figure A.27: Load power pro�le for: March 21st - 31st
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Appendix A.

� April

Figure A.28: Load power pro�le for: April 1st - 10th

Figure A.29: Load power pro�le for: April 11th - 20th
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Appendix A.

Figure A.30: Load power pro�le for: April 21st - 30th

� May

Figure A.31: Load power pro�le for: May 1st - 10th
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Appendix A.

Figure A.32: Load power pro�le for: May 11th - 20th

Figure A.33: Load power pro�le for: May 21st - 30th
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Appendix A.

� June

Figure A.34: Load power pro�le for: June 1st - 10th

Figure A.35: Load power pro�le for: June 11th - 20th
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Appendix A.

Figure A.36: Load power pro�le for: June 21st - 30th
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Appendix A.

A.3 Data sheet of the battery

Figure A.37: Data sheet of the used LiFePO4 battery type APR18650 [30]
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Appendix A.

A.4 Data from the U.S. Annual Energy Review

Table A.1: State-Level Energy Consumption, Expenditures, and Prices, 2007 [1]
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